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INTRODUCTION

This report, the seventy-ninth in a series of

quarterly progress reports issued by the Research

Laboratory of Electronics, contains a review of the

research activities of the Laboratory for the three-

month period ending August 31, 1965. Since this is

a report on work in progress, some of the results

may not be final.



GENERAL PHYSICS



I. MOLECULARBEAMS

Prof. J. R. Zacharias R.S. Badessa S.G. Kukolich
Prof. J. G. King J.F. Brenner F.J. O'Brien
Prof. C. L. Searle R. Golub R.D. Posner
Prof. K. W. Billman G.L. Guttrich C.O. Thornburg, Jr.
Prof. E. F. Taylor W.D. Johnston,Jr. L.H. Veneklasen

A. HIGH-RESOLUTIONMEASUREMENTSWITH A TWO-CAVITY MASER- ANALYSIS
OF UNRESOLVEDSPECTRA

The resonancepattern producedby thetwo-cavity maser spectrometer1 for a single
molecular resonanceline is the typical "Ramsey" line shapeshownin Fig. I-l, andit
may be easily analyzedto determine the resonancefrequency. There are manycases

in the ammonia inversion spectrum,however,
in which the resonancelines are so close that
thesepatterns overlap andthe lines are not
completely resolved. In order to analyze
suchcasesa computer program waswritten

i ! [ to perform a least-squares fit to the exper-

_ i ! imental spectrum by using a superposition
of the knownsingle-line resonancepatterns.

Fig. I-1. Singleline Ramseyfunction This program wasused successfully to deter-
with 9 = 0. mine the amplitudes andfrequencies of three

overlapping lines.

One case that was analyzed successfully is the main line (_F = ZIF 1 = 0) of the J = 3,

K = 3 inversion transition. The signal-to-noise ratio is very good in this case (1000/1 ).

The resonance pattern for a single line can be accurately represented by the function

A exp(-b(f-fo }Z) sin (Tr(f-fo)/Zkf-9). This spectrum contains three overlapping functions

of this form. We have assumed that these functions are linearly superposed, since the

microwave receiver response is linear and the microwave power from the molecules is

considerably less (20 db less in the second cavity} than the stimulating signal. The

experimental spectrum (circled points in Fig. I-Z) is divided into two parts, and the part

containing the line that is least influenced by the others is used to determine values for

the phase 91, the frequency fl' and the amplitude A 1 which give the best fit to that part

of the spectrum. We assume that the phase _ will be the same for all three components,

so we use the value of 91 for the phase of the other components. The second part of the

spectrum is then used to determine the frequencies and amplitudes of the second and

third components, while the amplitude and frequency of the first component are held

constant. Then the first part is corrected for the influence of the second and third

SThis work was supported principally by the Joint Services Electronics Program
(Contract DA36- 039-AMC-03200(E).
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Fig. I-Z. Results of the fit procedure for one set of data. Circles represent
experimental points, line is theoretical curve which gives best fit.

Table I-1. Results of the fit procedure for three sets of data.

MATN LIN_ FTT m_SULTS 3 - 3 LINE

FREOUFNC_ES IN KC

FIT #ESULT AVERAGE F1

23,870,127,842 23,870,127,88167

23,870,127,895 23,870,127,88167 3

_3,870,127,_08 2_,870,127,8_]67

23,870,120,60_ 2_,870,120,61700 a

23,870,120,608 23,870,129,61700

23,870,120,635 23,870,120,61700

23,870,]30,228 23,870,I_0,22_67

23,870,130,20a 29,870,130,22367 ?

_3,870,190,2_0 29,870,I_0,22367 2

STANDARD DgVTATTON = .019_2
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(I. MOLECULAR BEAMS)

components and a better value of _1 is obtained. This procedure is repeated many times

to minimize effects of interdependence of the variables.

This whole fit is then carried out for various values of b and Af, and then the fit

giving the smallest standard deviation over the whole pattern is chosen. _, Af, and b

are assumed to be the same for all three components in one experimental curve. These

parameters may be varied experimentally, _ may have any value from 0 to 2,r, but Af

and b may only be varied by +20 per cent. The typical molecular resonance linewidth,

Af, for the present device is 350 cps and 1/b _ (2Af) 2. The result of one of the fits is

shown in Fig. I-2. Table I-1 shows the results of fits to three different sets of experi-

mental data which had different values of _b, Af and b. The standard deviation of the

frequencies of the component lines in these fits was 20 cps.

I wish to thank my wife, Joan Kukolich, for programming help and the Computation

Center, M.I.T., for supplying the computer time.

S. G. Kukolich
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II. MICROWAVESPECTROSCOPY*

Prof. M. W. P. Strandberg
Prof. R. L. Kyhl
Dr. J. M. Andrews, Jr.
A. Fukumoto

J. G. Ingersoll
J. D. Kierstead
M. K. Maul

T. E. McEnally
S. Reznek
L. Rozen
W. J. Schwabe

A. WORKCOMPLETED

1. A STUDY OF SUPERCONDUCTINGDOMAIN STRUCTURESUSING OPTICAL
POLARIZATION TECHNIQUES

This work hasbeencompleted by Lowell Rosenand submitted as a thesis to the
Departmentof Physics, M.I.T., August 1965,in partial fulfillment of the requirements
for the degreeof Master of Science. An abstract of the thesis follows.

The superconductingmagneticstructures of Tantalum havebeenstudiedby using
the effect of optical Faraday rotation in CerousMetaphosphateglass. Photographsof
the Tantalumspecimenshowingboth the intermediate and mixed states of the metal are
included. The sequenceof magnetizationpictures showsthe magnetic structures as the
magnetic field is first increased in onedirection, decreasedto zero, andthen increased
in the opposite direction. Part of the sequenceof photographsclearly indicates the
phenomenonof the flux-jumping characteristic of Type II andhard superconductors.

M. W. P. Strandberg

2. THE LOW-TEMPERATURE USE OF ELECTROLYTIC CAPACITORS AND

BIFILAR PULSE TRANSFORMERS

A Master's thesis with this title has been submitted by Michael K. Maul to the

Department of Electrical Engineering, M.I.T., August 1965. A summary of the thesis

follows.

The use of electrolytic capacitors and bifilar pulse transformers in liquid Helium

has been found to be practical if the following conditions are noted. The capacitance

at 4.2°K of Sprague 150 ° tantahms is 15 per cent of the room-temperature value. The

values measured were in the range 1 mfd-47 mfd at room temperature.

Bifilar transformers with ferrite cores were found inadequate to pass 1 _sec pulses

at 4.2°K. This was due to the large decrease in permeability as the temperature

decreases. YIG was found to have a sufficiently low loss of permeability to pass these

pulses.

R. L. Kyhl

*This work was supported principally by the Joint Services Electronics Program
(Contract DA36-039-AMC-03200{E).
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B. INCOHERENT PHONON PROPAGATION IN X-CUT QUARTZ

There is some evidence to indicate that the unknown signals reported in previous

experiments 1'2 are caused by ringing in the pulse circuit. At low temperatures the

source impedance of our superconducting bolometer usually was decreased to values

that were of the order of 0.1 _, a value that is somewhat lower than the series resist-

ance in the stainless-steel transmission line and numerous coaxial adapters that were

used for the video signal. These conditions can produce ringing in a pulse transformer

circuit. In a series of subsequent experiments we increased the impedance of the bolo-

metric film by removing portions of it after the leads were attached. This is shown in

ISUPER_oLO_uE_RNG,_///////////_

FILM)

I
I
I
i_ 3 mm

SUPERCONDUCTING

j FILM HAS BEEN REMOVED

BOLOMETER LEADS

Fig. II- 1. Bolometer geometry. Illustrating schematically the manner in
which the low-temperature impedance of the superconducting
bolometer was increased from 0.1 to 1 _ by removing portions
of the film.

Fig. II- Z.

Pulses of incoherent phonons in x-cut
quartz. Four distinct pulses are resolved
by the l-f2 bolometer. All have been
accounted for theoretically. The L stands
f o r longitudinal; FT, fast-transverse;
ST, slow-transverse; O, oblique. Oscil-
loscope sweep rate, 1 _sec/cm.

Fig. II- 3.

Pulses of incoherent phonons in x-cut
quartz at a power level close to break-
down in the waveguide. Elastic disper-
sion in the quartz is beginning to produce
an observable effect on the pulsewidth.
A shift in the peak of the pulse in the
direction of increasing time was also ob-
served.

QPR No. 79



(II. MICROWAVESPECTROSCOPY}

detail in Fig. II-1. Signalsdetectedby this bolometer did not reveal anymore than
four distinct pulses: the three pure modesandthe oblique mode discussedat length in
the previous report, z In Fig. II-Z weshowa typical incoherent phononsignal in an x-cut
quartz rod 19mm long detectedby the 1-_bolometer. The sweeprate is 1 _sec/cm.

We increased the microwave power incidentuponthe aluminum film that generates
the heat pulse in an attempt to display the dispersion effects that we expect from the
theoretical discussion of the preceedingsection. At a power level extremely close to
the onsetof breakdownin the waveguidewe were able to obtain the trace shownin
Fig. II-3. Becauseof an intermittent breakdownproblem in the waveguide, we could
only estimate that the incident peakpowerwas several kilowatts. Pulse broadening is
quite evident, anda shift of the peakof thepulse in the direction of increasing time was
observed. A detailed comparison of these pulse shapeswith the theory presented in
Sec. II-C will require a video amplifier with an increased bandwidth.

The author wishes to express his appreciationto Mr. M. C. Grahamwho carried out
the experiments.

J. M. Andrews, Jr.
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C. INCOHERENT PHONON PROPAGATION IN A BORN-KARMAN LATTICE

The simplest model that includes dispersion in a description of the lattice dynamics
i i 1

of a three-dimensional crystal is that proposed originally by Born and yon Karman.

This model treats a crystal as an elastically isotropic continuum except that the linear

dispersion relationship has been replaced by the sinusoidal dispersion function obtained

from the one-dimensional linear chain model. From some of the x-ray studies of lattice

vibrations z it would appear that a sinusoidal dispersion relation is a reasonably good

representation, provided that the phase of the function can be scaled to fit the experimen-

tal data.

Phonon dispersion in crystalline quartz has recently been studied by neutron diffrac-

tion techniques. 3 There is good agreement between the experimental results obtained
t !

along the c crystallographic axis and the theory based upon a Born-Karman model. We

are interested, however, in the dispersion of the acoustic modes whose wave vectors
I I

are directed along the x axis. The results of a calculation based upon the Born-Karman
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model are shownin Fig. II-4. The frequencies of the three acoustic branches of the
vibrational spectrumhavebeenplotted as a function of the x componentof the elastic

u

eJ

O

2_ ST -

I

0

0 0.I 0 2 0.3 0.4 0.5

k x/2Kx

Fig. II-4.
/ I

Elastic dispersion in a Born-Karman lattice.

Solid lines were calculated by Elcombe. 4 L

stands for longitudinal polarization; FT, fast-
transverse; ST, slow-transverse. The dotted
line is the sinusoidal function of Eq. 1.

wave vector. These are shown by the solid lines in the figure. We have attempted to

approximate the dispersion of the slow-transverse mode by a sinusoidal function given by

/£ Trkx'_ -1

" _--)sec , (1)v = v° sin gEx

where v is the frequency of the mode, v ° is the maximum frequency of the mode that

can be transmitted along the x axis of the crystal; c is an adjustable parameter of

approximately unity, k x is the x component of the elastic wave vector, and K x is the

edge of the Brillouin zone in the x direction. We have fitted this function to the slow-

transverse mode by choosing E = 0.88 and v = 2.21 × 1012 sec -1 Equation 1 is shown

by the dotted line in Fig. II-4.

We wish to examine the nature of the propagation of an incoherent superposition of

fast-transverse elastic modes in a quartz whose wave vectors are all directed along the

x crystallographic axis, but whose frequencies are characterized by a black-body distri-

bution function. We seek a function P(t,x) that represents the rate of elastic energy flow

at any time t and at any point x along an x-cut rod. We shall assume that the tempera-

ture of the quartz is at absolute zero and the crystal is perfect so that the frequency-

dependent scattering process can be neglected. In order to represent the quantity P(0, 0)

as a Dirac delta function,

P(t, O) = WS(t) watts. (2)

When this function is integrated over all time, we obtain the total energy, W joules, con-

tained in the thermal spike represented by Eq. 2. The spatial character of the function

is contained in the expression
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P(0,x) = UVS(x/v) watts, (3)

where U is the elastic energy density, and V is an arbitrary volume. Since

dW dW dt P(0, x)
dx- dt dx v (4)

the entire energy of the thermal spike at t = 0 can be obtained again by integration of

Eq. 4 from -oo < x < +o0. Since this is equal to the integral of Eq. Z, we have

w = uv. (5)

The physical interpretation of the volume Y can be clarified by noting that a thin metal-

lic film evaporated onto the end of a crystalline quartz rod can be excited by microwave

power of extremely short duration, v. This pulse injects energy into the elastic modes

of the crystal, and for those modes whose velocity is v and whose wave vectors are

directed along the axis of the rod, this energy is initially contained within a volume

V = Av'r, (6)

where A is the cross-section area of the rod. The velocity v of the modes is actually

a function of their frequency v, according to Eq. 1, but in the limit v -- 0 this has no

effect on the normalization volume, V.

The elastic energy density U is assumed to be characterized by a black-body dis-

tribution

_0 p hvg(v) dvU = o hv ' (7)

kBT
e -1

where h is Planck's constant, k B is Boltzmann's constant, T is the absolute tempera-

ture, and g(v) is the density of states. The thermal power as a function of time and

space P(t, x) of a heat pulse, whose initial form can be characterized by a Dirac delta

function, is therefore given by

_ hvg(v) 5(t-x/v) dvP(t, x) = Avr hv ' (8)

kBT
e - 1

Recall that v is the group velocity of the thermal phonons, and can be obtained by dif-

ferentiating Eq. 1:

_E _kx_dv evZv° cos (9)

v_- \ Txj
or
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I Vo)Zll/Zv(v) = v ° 1-(v/ , (10)

where

2
E_ u

0
V

o- K
X

The limiting group velocity for very low frequencies is v o.
I /

The usual approximation for the elastic density of states in the Born-Karman lattice

is to assume that the modes are distributed equally over a sphere in wave-vector space.

This yields

g(v) dv= 3k---_-2( dd-_-) dv
2 2

(II)

If the anisotropy of quartz is neglected, Eqs. 1 and 1 1 yield

,2 v2E 12[ 27, 
g(v) = v30 sin-l(v/Vo) l-(V/Vo) J . (lZ)

0

This density-of-states function has been plotted as a function of the reduced frequency

parameter (V/Vo) in Fig. II-5. There is a singularity at v/v o = l, and the Van Hove

5.0 m

v

4.0 --

3.0 --

2.0 --

1.0 --

0.2 0.4 0.6 0.8

v� uo

I
1.0

Fig. II-5.

Elastic density of states in a Born-
K_rm_n lattice. This model produces

a singularity at v/v ° and the Van Hove

critical points 5 are absent, but the

behavior of g(v) at low frequencies is

typical of some of the experimentally
determined vibration spectra of

solids, z

critical points 5 do not exist. The low-frequency portion of this function, however, repro-

duces the experimentally determined vibrational spectra of crystals 2 quite well. At
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Fig. II-6.

1.0 --

m
o.

0.5 --

o_

j

I
o , ,

5 I0 15

t (/_ sec)

/ !

Thermal spike that has been propagated through a Born-Karman

lattice. The frequency distribution of the phonons composing

the spike has been characterized by black-body distributions at

varying temperatures between I°K and 500°K. The effects of

dispersion become very pronounced at the higher temperatures.
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temperatures close to absolute zero, Eq. 12 can be used as an excellent approximation.

The elastic density-of-states function g(v) given by Eq. 12 is introdueed into Eq. 8.

The integration variable is changed to

F 27-1/2
t'= L--lil-iu/v°)l ' (13)

V o

and we obtain

P(t, x) -

where

)'u)Z Y l_-_-uZ l x/v O t- < <oo

t _ x/v ° (14)

u = X/Vot y = hVo/kBT.

We have evaluated Eq. 14 for the slow-transverse mode in an x-cut quartz rod, 3 mm

in diameter and 19 mm long. The value for v° is the experimentally determined ultra-

sonic velocity 3.36× 105 cm/sec, and the value for v° was obtained by fittinga sinusoidal,

" 05

o_

T= IOK

0

5°K

o

I 4 I
o

567 5 77 5.67 5.77 5.87 5.97

1.0

0.5

o.

t (,_sec) t (F sec)

Fig. 1I-7. Magnified view of Fig. 11-6 for T = 1°, 2 °, 5°K. This shows

the maximum in each curve very close to t = x/v o.

function to the data of Elcombe, as shown in Fig. 11-4 (Vo=2. Zl×101Zsec-l)- Equa-

tion 14 has been plotted in Fig. II-6 as a function of time t for various values of the

absolute temperature T ranging from 1.0 to 500°K. Ifwe recall that at very low tem-

peratures only the lowest elastic modes are excited and that these low-lying modes
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exhibit very little dispersion, it is reasonable to expect that the sharp thermal spike

initiated into the crystal is very nearly reproduced at x = 19 mm when the temperature

that characterizes the black-body distribution is at 1°K. Detail of the first three thermal

O

001

O001

O.O001

FOR T < 20°K

Z_T _ 0.0036 T 2

i , , , , ,,,,I ,I

I0 IO0 1000

T (°K)

Fig. II-8.

Curve At shows variation in the width of

the heat pulse at the half-power point

(P/Pmax=0.5) as a function of absolute

temperature. The shift in the peak of the

heat pulse away from t = x/v ° is shown as

a function of absolute temperature by St.
Below T = 20°K both curves are very
nearly proportional to the square of the

absolute temperature.

spikes is shown in Fig. II-7, where the abscissa has been expanded in order to show

the maxima more clearly. This occurs very close to t = x/v o the proper time for an

ultrasonic pulse exhibiting no dispersion. Returning to Fig. II-6, we can see that the

effect of dispersion becomes very pronounced at higher temperatures as the thermal

spike broadens out and its peak moves in the direction of increasing time. In Fig. II-6

the quantity /xt indicates the width of the heat pulse at P/Pmax = 0.5. The shift of the

peak of the pulse away from t = x/v o is indicated by St. These data are plotted as a func-

tion of temperature in Fig. II-8. Up to about 20°K both of these quantities are very

nearly proportional to the square of the absolute temperature. Elastic dispersion effects

are most evident in the magnitude of the width _t, which is approximately six times the

shift 5t in the peak.
J. M. Andrews, Jr.
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D. FERMI SURFACES OF GALLIUM SINGLE CRYSTALS BY THE SIZE EFFECT

The Fermi surface of Gallium single crystals has been investigated by using the size

effect. This is due to the small thickness of the sample which is comparable with the

radius of the electronic orbit. The result has been compared with the Fermi surface

derived previously by the author from the ultrasonic attenuation at microwave frequen-

cies. 1

The experimental arrangement is shown in Fig. II-9. Metallic Gallium of 99. 9999%

purity was purchased from the United Chemical and Mineral Corporation, New York.

LC TANK I.,t HF I I .F I1
11OSCILLATOR_ AMPUFIERI_

JAn II I t I I
I

III .:0-20®o
_// H

r"- ....... ]
I _0 mc / sec 10 mc / sec 42 cps
i I

DETECTOR _ PHASE
LF AMPLIFIER DETECTOR

I

DC

AMPLIFIER 1

OSCILLOSCOPE I

RECORDER

Fig. II-9. Experimental arrangement.

A Gallium crystal was grown between two lucite slabs, with a milar film used to fix the

thickness of the crystal. Crystals of 0.15-1 mm thickness and 2 cm × 1 cm area have

been made by this technique. The crystal axis has been checked by x=ray and the angles

verified within one degree. Enamel wire No. 38 was wound directly on the sample to

make a coil in an LC tank circuit in a high=frequency osciUator. The frequency of the

oscillator was set to 5= 10 Mc/sec which is small enough compared with the cyclotron

frequency of the electron (1=3 Gc/100 gauss) and large enough, so that the skin depth of

the high=frequency wave stays much less than the sample thickness.

The DC magnetic field was set parallel to the fiat surfaces of the sample, and the

electron then rotates in a plane perpendicular to the flat surfaces. The electronic orbit

intersects both surfaces when the DC field, H, reaches
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2fic k
Ho de ' (1)

where d is the samplethickness.

If the field is sweptthrough Ho, there is a singularity in the surface impedanceof
the Gallium slab at Ho, hencethe Q of thecoil showsa singularity of this point. The
changein Q appearsin the amplitude of theHF oscillator output. This output is high-
frequency amplified and suppliedto the recorder after detection andDC amplification.
To improve the signal-to-noise ratio, theDC field was modulatedat 42 cps. The signal
outputwas thenproportional to the derivative, dA/dH, of the absorption with respect to
the field.

The skin depthat 42 cps is larger thanthe sample thickness sothe modulation field
penetrates through the sample. The wavevector of the electron located at the extre-

mum point in the Fermi surface canbe foundfrom H° through Eq. 1.2 By rotating the
slab in the planeparallel to the field, the extremal cross sections of the Fermi surface
were found.

Figure II-10 showsthe dA/dH vs H curve for a sample, 0. 335mm thick, 0 = 15 °

and with a modulation field strength of 1 gauss where 0 is the angle between the magnetic

200 150 I00

H (GAUSS)

Fig. II-10. Detected signal vs magnetic field.

field direction and the b axis. A second harmonic is evident in Fig. II-10 at H

310 gauss. Third and higher harmonics could not be identified because of the poor

signal-to-noise ratio.

The wave vectors of this sample are plotted in Figs. II-11. This is the Fermi sur-

face in the ky-kz plane, if the center of the extremum orbit coincides with the center of

the Brillouin zone.

In the previous report, to find the Fermi surface by ultrasonic attenuation we used

Tepley's 3 value for sound velocity, v = 3.73 × 105 cm/sec which he found using an
a

oscilloscope and sound pulses.

If we use instead Va = 4.6_ × 105 cm/sec, which corresponds to the sound velocity

along the c axis found by Tepley, then the Fermi surface found in the ultrasonic experi-

ment becomes very close to that obtained in the present experiment. This fact suggests
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I

Fig. II-11.

that the size effect may provide a good method for measuring the sound velocity in metals

together with the ultrasonic attenuation.

A. Fukumoto
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A. OBSERVATIONSOF MICROWAVEEMISSIONFROM ATMOSPHERICOXYGEN

A series of four more balloon flight experiments wasperformed from the NCAR Bal-
loon Base, Palestine, Texas, in July 1965.1"3The flight characteristics andcomments
on the flights are summarized in Table III-1.

Table III-1. Summaryof balloon flight experiments.

Flight Date Duration Float Height Ascent Descent Purpose Comments

150-P 17July 8 hr 30 km 2 hr 2 hr To study Data of
line shape first hour

missing,
otherwise
successful

15Z-P 8 hr SuccessfulZl July 39 km Z I/Z hr Parachute To infer
temperature
profile

153-P 27 July 8 hr 39 km Z I/2 hr Parachute To infer Successful
temperature
profile

154-P 70 July 8 hr 30 km 2 hr 2 hr To study Successful
line shape

1-3
The flights made to study the line shape have been previously described.

Flights 152-P and 153-P represent the first attempt to infer the temperature profile

from microwave measurements taken remotely. The only difference in the radiometer

for these experiments is that the antennas are directed at 0 ° and 60" nadir angles (rather

than 60 ° and 75 ° zenith angles as in Flights 150-P and 154-P). The resulting weighting

functions are shown in Fig. III-1 under the assumptions of an altitude of 40 km and

atmospheric profiles the same as those measured during Flight 55-P in July 1964. The

computed brightness temperatures for the 6 channels are plotted in Fig. III-Z against

height.

The data are undergoing analysis, but preliminary indications are that the results

This work was supported principally by the National Aeronautics and Space Admin-
istration (Grant NsG-419); and in part by the Joint Services Electronics Program(Con-
tract DA36-039-AMC-03200(E)).

QPR No. 79 17



4O

2 /

3O

° i_0
o

8 NADIR ANGLE I 20m 0

10 IF = FREQUENCY DIFFERENCE 2 60eric 0°

FROM 9 + RESONANCE 3 200mc 0°

4 20mc 60 °

5 60mc 60 °

6 200m¢ 60 °

I I I
0.05 0.10 0.15

WEIGHTING FUNCTION ( km °1 )
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Fig, III-2. Brightness temperatures.
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are very good for all flights. The PDP-1 computer is being used for partial analysis of

the data for greater speed and accuracy.

W. B. Lenoir
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B. REMOTE SOUNDING OF THE UPPER ATMOSPHERE BY

MICROWAVE MEASUREMENTS

1. Introduction

The Zeeman effect has been included in a rigorous analysis of the microwave spec-

trum of atmospheric 0 2 near k 5 mm. 1,2 On the basis of this analysis it appears pos-

sible to remotely sound the atmospheric temperature from satellite-based radiometers.

This radiometer would probably be a Dicke superheterodyne radiometer character-

ized by v o, the center frequency of the passband; BW, bandwidth; T, post detection inte-

gration time; and T N, effective noise temperature, The rms deviation of the receiver

output expressed in temperature units would be

2T N

ATrms - Bq-B-w. r
(1)

For a satellite in a polar orbit similar to that of a Nimbus satellite, an effective

ground speed of 6 miles/sec is experienced. The desired horizontal spatial resolution

will, therefore, limit the length of r. Likewise, the desired vertical spatial resolution

will limit BW.

2. Equations of Radiative Transfer

In considering the microwave emission from atmospheric oxygen the appropriate

equation of propagation is the matrix equation of radiative transfer, 1' 2

d
dz T__BB(V'z) + A(v, z) T___B(V,z) + T___B(V,z) At*(v, z) = Zt(z) A_(v,z)

(z)

with
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TB(V,z) =brightness temperature matrix

A(v, z) = attenuationmatrix

t(z) = kinetic temperature

z = vertical distance variable.

1
The formulation of Eq. 2 and the derivation of A(v, z) has been reported elsewhere.

The terrestrial atmosphere was approximated as a series of constant-temperature,

constant-pressure layers, each 1 km thick. One hundred such layers from the ground

I TEMPERATURE,

1 km PRESSURE,

MAGNETIC FIELD,

T_Bo(r)

t = CONSTANT

p = CONSTANT _ A(r)

_earth = CONSTANT

+
T_Bi (r)

Fig. III- 3. Layer geometry.

to a height of 100 km were used.

importance.} See Fig. III-3.

The solution to (2) for one such layer is

-h(v)_z -A(v)Az [T B (v) = e TB.(V) e -- + t __I-
_O _l

(Above 100 km there is insufficient oxygen to be of

-ZA( )4 ]
YZ

e . (3)

The ground-atmosphere interface is not of importance here because only frequencies in

the center of the resonance complex are considered. For these frequencies the attenua-

tion from the ground to 100 km is so great that emission below 10 km does not contribute

to the TB(V) at 100 km. The TB(V) observable by a satellite-based radiometer is found

by continual application of (3) for each of the layers between the ground and 100 km.

A somewhat different analysis, emphasizing the contribution to TB(V) of the individual

layers, was actually used. The emission from each layer is carried through all layers

above it to give its contribution to the total TB(V). These contributions are then summed

for the TB(V }. In this manner it is convenient to define a weighting-function matrix,

[ z,oz]W__Flz,v) = _(z, _) =I- pt*lz, v) 14)
with

QPR No. 79 20



(III. RADIO ASTRONOMY}

Thus

-A(v, I00) -A(v, 99) -A(v, z+l)

P(z,v} = e e ... e

100

TB(V) = _ WF(z,v) t(z).

z= 1

(5)

The polarization basis for the calculations was linear polarizations along the 0 and

¢ directions in the geomagnetic coordinate system. The angles are defined in Fig. III-4.

The 1-1 elements of the matrices represent linear polarization with the H field in the

+¢ direction, while the 2-2 elements represent linear polarizations with the H field in

MAGNETIC NORTH POLE

\ I

y'

(R, 8,_,)

Y

Fig. III-4. Coordinate system.

the +e direction.

The magnetic field model was a dipole with peak strength of 0.6Z gauss at the poles.

To simplify computations, the magnitude of the field at 65 km was used for all heights

(i. e., the radial dependence of the field was ignored}. The total variation {peak-to-peak)

of the magnitude of the field over height ranges of interest was less than 2 per cent. This

is negligibly small compared with probable anomalies from a true dipole field. The

direction of the dipole field is independent of height, hence no further assumption was

made.

The polarization from a _r component of the Zeeman split resonance is e linear,

independent of the magnetic equator. It does, however, have a sin 2 0 amplitude depend-

ence. The polarization from a _ component depends on latitude. For e = 90 ° {magnetic

equator} the polarization is ¢ linear. For e = 0 ° (magnetic pole} the polarization is cir-

cular with the sense depending on which _ component is being considered. For
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0 ° --< 8 --< 90 ° the polarization is elliptical with the major axis in the +_ direction and the

minor axis in the +8 direction (the sense again depending on the 0- component).

Because of the choice of coordinate system, the real part of the off-diagonal terms

of TB(V)will be zero for all latitudes. This means that there is no linear coherence

between the 1-1 element and the Z-Z element, which can be seen above. The imaginary

part of the off-diagonal terms can, however, be nonzero, being a measure of the circular

coherence between the two main diagonal elements. The imaginary part is zero only

along the magnetic equator.

3. Mesospheric Sounding

To sound the atmosphere as high as possible the most intense resonance lines should

be used. The most intense lines for temperatures of Z00-300°K are the 7 + and 7- lines.

The 7+ line has more Zeeman components than the 7-, so the relative transparency

(deeper probing} of frequencies between the Zeeman components is less. Using the 1962

U.S. Standard Atmosphere as an atmospheric model, we analyzed the 7+ line as seen

from a satellite.

TB(V) for the 7+ line is plotted in Fig. III-5 for both the magnetic equator and the

magnetic pole. An experiment with passband centered on the 7+ resonance and with a

1.5-Mc bandwidth was found to be the best for global high-altitude sounding. The

WF{z, v)'s for this bandwidth are shown in Fig. III-6. The latitude dependence of the

heights of the weighting function peaks and heights at which the weighting functions are

one-half of their peak values is shown in Fig. III-7. The 7+ line experiment is summa-

rized in Table III-Z.

Table III-Z. 7+ Experiment.

v = 60. 4348 Gc
o

BW= 1.5 Mc

h ° = height of WF peaks

Ah = full width between 1/Z peak heights

Equator, 11 polarizations

Equator, ZZ polarizations

Pole, all polarizations

h Ah
0

7Z. 5 km Z0 km

74 km 20 km

66 km Z6 km

If a measurements as summarized in Table III-Z were performed with a radiometer

having T N = 104°K and T = 10 sec (60 miles on ground), the ATrm s would be 5°K. For
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TN= 7000°Kand v= 30 sec (180miles), aATrm s = Z°K results.

4. Atmospheric Soundingsat 10-80km

A weightingfunction peaking at 55-60 kmwould be the 17+ line with a 1.5-Mc band-
width. The WF for this experiment are shownin Fig. III-8.

70

5O

50 7/o = 60.4365 gc

i--

_3o

2O

Z/o = 58.3880 gc

Z/o = 60.82 gc

= 64.47 gc

0 0.02

Fig. III- 9.

I I I
0.04 0.06 0.08 0.10 0.12

WEIGHTING FUNCTION ( km -1 )

Weighting functions, 10-50 km soundings.

For WF peaking below 50 km, the Zeeman effect is not important. The pressure

broadening is much larger than the Zeeman splitting and the line appears as a single,

unpolarized line. Frequencies and bandwidths to cover the range 10-50 km were chosen

with the bandwidth as large as possible without broadening the WF to a great extent.

Table III-3 summarizes these five WF, which are plotted in Fig. III-9.

Table III-3. 10-50 km Soundings.

v (gc) BW (mc) h (km) Ah (km)
0 0

64.47 200 12 I0

60.82 ZOO 18 7

58.388 30 27 9

60.4409 2.5 40 IZ

60.4365 1.0 50 21
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A seven-channel satellite experiment to remotely sound the atmospheric temperature

could combine the seven experiments discussed above. The parameters for such an

experiment are listed in Table III-4.

Table III-4. Remote sounding at 12-75 km.

AT = AT
1 rms

AT 2 = ATrm s

for T N= 104°K, v= 10 sec

for T N= 7000°K, v= 30 sec

v (Gc) BW (Mc) h (km) zMa (km) AT 1 (°K) ,XT 2 (°K)o o

64.47 200 12 10 O. 5 O. 2

60.8Z 200 18 7 O. 5 O. 2

58. 388 30 27 9 1.2 O. 5

60. 4409 2.5 40 12 4 1.5

60. 4365 1. 0 50 21 6 2. 5

63. 5685 1.5 60, equator 21 5 2

54, pole 26

60. 4348 I.5 73, equator 20 5 Z

66, pole Z6

W. B. Lenoir
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C. VARACTOR PARAMETERS

The barrier capacitance of a p-n junction is given by the well-known relationship

?B + ely
= Cmi n , (1)

Lv +, ]

where _ is the contact potential, V is the applied voltage (positive for reverse bias},

V B is the breakdown voltage, Cmi n is the junction capacitance at breakdown, and _ = O.5
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for anabrupt junction and= 0. 333 for a linearly graded junction.

The junction is not directly accessible, since the diode is mounted and packaged. The

package characteristics can even be dominant at X-band. The simplest equivalent

L

i i
CI T C2

G - v

R
S

C.

J

Fig. III- 10. Equivalent circuit.

circuit for the packaged diode is shown in Fig. III-10, in which the following parameters

are represented:

Cj, junction capacitance

R s, junction series resistance

L, series inductance

C 2, shunt capacitance, across the junction

C 1, exterior case capacitance.

We have studied Sylvania diodes. For these varactors two mounts are available

{Fig. III-11). When examining these mounts, one suspects that the series inductance is

ANODE

o._ :o.oo___ Vd
I _VA /_ I//A '''--cER'_'c

\ / GOLD RIBBON

0.001¢ _ J/ 0.005 x 0.00025

RADUIS OF CURVATURE:

/_-..... _o.®o
/ _ \ T.,C_ES_:

0.0035 TO 0.004

+ 0.0005 MESA

Fig. III- 11. Diode mounts.
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due mostly to the inductance of the Gold ribbon that makes the contact between the mesa

and the anode post. One also suspects that the total case capacitance of mount A is big-

ger than the total case capacitance of mount B: indeed, in mount A, the ceramic cylinder

is shielded by the metallic structure, along approximately three-fifths of its height. The

manufacturer tells the customer that the difference between the case capacitance of

mount A and of mount B is ~0.04 pf.

The capacitance C 2 as given by the manufacturer is C 2 _ 0.06 pf.

On a parallel-plate basis (with the conical structure replaced by an average horizon-

tal plane) the total case capacitance of mount B can be calculated:

Ccase = C 1 + C 2 = 0. 172 pf.

1. Low-Frequency Measurements

At low frequency (1 MHz) the series inductance is negligible. The only "parasitic"

element is the total case capacitance.

Theoretically, only three measured values of the junction capacitance are necessary

to determine the case capacitance and the exponent y. Indeed, the total measured capac-

itance is

C = Ccase+ Cmin[v+ _J " (Z)

Having measured three values C l, C 2, and C 3, one can easily eliminate Cmi n, V B, and

C
case

C 1 - C z -- +
(3)

,I
There are two unknowns in this equation, @ and _. The problem can be solved by itera-

tion, until a self-consistent solution is found.

We have shown that this method leads to wrong values of y and Ccase because C1,

C 2, and C 3 need to be known with extremely high accuracy to get the right values of y

and C
case

A computer program was written, 1 which we used to handle measurements on

16 Sylvania varactors.

The measurements are performed in a special diode holder. Its principal character-

istics are the following:

1. The diode is measured between two plates to make the fringing capacitance
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identical to that of the diodemountedin a reduced-heightwaveguide.
2. The mechanicalstability is very good: an experimental repeatability of +0. 002 pf

has been measured.

There is no problem in determining by this method the case capacitance and the expo-

nent _/ of true abrupt junctions. Measurements on 6 diodes indicate that the total case

capacitance of mount B and the corresponding standard deviation are Ccase= 0. 165 +

0. 002 pf. The exponent was found to be 0. 500 within a few per cent. Such an error is

expected: it can be calculated from the errors caused by the capacitance bridge and the

voltmeter (a potentiometer was used here}.

The case capacitance of mount A has not been determined with such accuracy; we had

either graded junctions in this mount or junctions for which the doping concentration

was not uniform. In both cases the contact potential varies with the applied voltage, and

our method is not so accurate. We found the following values for case capacitance: 0. 190,

0. 192, 0. 205 pf.

2. X-band Measurements

X-band measurements were performed on a reduced-height waveguide, in use at

Lincoln Laboratory, M. I.T. The transmitted power is measured at resonance and at

the 3-db points. This allows one to determine Z R s, junction series resistance;

L, series inductance {Fig. III-10); and C 2, shunt capacitance (Fig. III-11).

It has been pointed out 3 that the model of Fig. III-10 is not sufficient: a series

inductance L 1 in front of it {Fig. III-12) takes into account the behavior of an inductive

post in a waveguide. Indeed, the packaged diode behaves as a radial line; at resonance

its input impedance is very small and the packaged diode is almost a short. The value

of L 1 can be calculated: L 1 = 0. 256 nil.

L1 L2

C 1 C2

i

Fig. III-IZ. Double LC equivalent circuit.

We have verified experimentally the

fact that the calculated value of the

inductance L {Fig. III-10) is too large

with respect to the expected value (L 2

0.4 nil) by an amount _ 0.25 nil.

The transformation of the diode

impedance to the entry of the double LC

circuit has been performed. It has been

shown theoretically that C 1 and C 2 are

almost equal at X-band (while C1/C2=2 at 1 MHz). This allows one to determine C 1 and

C 2 at microwave frequencies, independently of the low-frequency value. The following

results have been found at X-band for abrupt junctions in mount B:

L z = 0.496 + 0.01 nH
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C1+ C2= 2C 1 -- 2C 2 -- 0. 169 + 0.015 pf.

The total case capacitance is thus frequency-independent until X-band, since the low-

frequency value was Ccase= 0. 165 ± 0.00Z pf.

Since C l and C 2 have been found to be equal (within 2%), a new model is suggested

for the package: a one-dimensional transmission line. The parameters of this line have

been calculated: the standard deviation is smaller on these parameters than on the

lumped circuit parameters. This suggests that a transmission line is a better model

than a lumped circuit. The characteristic impedance is approximately 70 fl at X-band;

it increases slowly with frequency.

A. S. Vander Vorst
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D. SPECTRAL-LINE RADIOMETER SYSTEM AT HAYSTACK

Spectral-line radio astronomy has reached a new stage in its development with the

discovery of more spectral lines in addition to the well-known 21-cm line of neutral
1

hydrogen. The 18-cm lines of OH show some extremely narrow features that require

resolutions of 1 kcps, or better, to fully resolve their spectral detail.

A new spectral-line radiometer has recently been completed at the Haystack Research

Facility of Lincoln Laboratory, M.I.T., to meet the demands of the field. The system

uses the 120 ft parabolic dish, a parametric amplifier front end, and a 100-channel dig-

ital autocorrelator 2 in conjunction with a Univac 490 real-time computer. The para-

metric amplifier and feeds are usable in the frequency range 1.4-1.8 Gc/sec with system

temperature of 200°K, or better. The correlator in conjunction with the computer gives

spectra with total bandwidths ranging from 4 Mc to 40 kc and equivalent filter resolutions

from 100 kc to 1 kc respectively.

A block diagram of the system is shown in Fig. III-13. A photograph of the control

room panels is shown in Fig. III-14. The correlation and computer calculate a compar-

ison and difference spectrum. The difference spectrum can be the difference between

antenna and dummy load or the difference between antenna and sky horn. Alternatively,

the ferrite switch can be locked and the difference between spectra in adjacent frequency
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bandstaken by switching the local-oscillator frequency.
The radiometer hasbeenusedto repeatthe measurement of OH absorption in the

spectrum of CassiopeiaA. An integration period of 20minutes was enoughto duplicate
1weeksof work doneat Millstone.

In a recent article Weaver, Williams, Dieter, and Lum3 reported observations of

strong microwave emission lines in the HII region W3. The lines, observedat approx-
imately 1665Mc/sec (seeFig. III-15), exhibitedcomplex spectral structure but could

30

o_ 2O

I0

-6O -55 -50 -45 -40

km/sec RELATIVE TO LOCAL STANDARD OF REST

-35 -30

Fig. III-15. Emission spectrum in W3 at 1665 Mc.

not be detected at 1667 Mc/sec, as would be expected if the emission were attributable

to OH. Weaver and his co-workers considered the lines to be unidentified and called

them "mysterium." We have observed the same region and conclude that (i) emission

is present not only at 1665 Mc/sec but also at 1667 Mc/sec and 1720 Mc/sec with fre-

quency spacings as predicted from the OH spectrum; (ii) the emission at 1665 Mc/sec

and 1667 Mc/sec is linearly polarized as much as 30-40 per cent; and (iii) the maximum

emission is not coincident with the source W3 but displaced approximately 0.5 °.

These observations represent the first detection of polarized line emission in radio

astronomy. Our observations are not complete but we conclude "mysterium" is

really OH. The ratios of line intensities, however, are clearly anomalous. If

the polarization is attributed to the Zeeman effect, the indicated magnetic fields

are several orders of magnitude greater than those normally associated with the

galactic interstellar medium.

A. H. Barrett, A. E. E. Rogers
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E. THEORETICAL STUDIES OF RADAR ECHOES FROM THE SUN

The solar radar, near E1 Campo, Texas, built and originally operated by Lincoln

Laboratory, M.I.T., has been operating almost continuously since April 1961. Since

January 1965, the facility has been an activity of the Space Science Center, M.I.T.,

under the auspices of the National Aeronautics and Space Administration. The results

obtained thus far have been of considerable interest, particularly since there are some

very puzzling aspects in the data. In at least two areas theoretical studies should prove

profitable. These have to do with explaining the great variability of the returned signal

levels and the solar radar cross section deduced from them and, second, the very wide,

variable, and asymmetrical Doppler spectra that have been observed.

The radar cross section computed from the data varies significantly from day to day.

Most of the time the variation is from approximately 0.4 to 1. Z times the projected area

photosphere, =R °" = 1.5 × 108 square meters. While this variation is difficult toof the

account for, even harder is the large number of occasions on which the echo has been

much larger or smaller than these values. A projected area of twice TrR5 is notvery

uncommon; values around 5vR z have been obtained more than a dozen times, uwhile the
O_

largest value observed was 16_R_. At other times, the echo has disappeared. It should

be remembered that all of the solar radar observations have been made during the low

part of the sunspot cycle, so that even more spectacular results might be expected as

the peak period of solar activity is approached.

Characteristic of the echo spectra, which is measured at a number (~Z0) of range

intervals, is first the large width and great variability of the spectra. Half-power widths

averaging 30-40 kc/sec (the radar frequency is 38. Z5 Mc/sec) can vary by factors of two

either way. (In fact, the spectra were much wider than anticipated so that the system

had to be redesigned a number of times as the original separation of only 8 kc/sec in the

frequency-shift keying of the transmitter was increased to 60 kc/sec. As a result, there

are some inaccuracies in the earlier data.) The sequence of spectra shows considerable

variation in both the range and range spread of the energy distribution of echoes. At the
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sametime, there are variations with rangein the meanDoppler shift, andthe peakof
the Doppler spectrum. In general, but notalways, the meanDoppler shift is positive
andmore positive for the earlier range intervals. Moreover, there is noobvious cor-
relation betweentheseeffects andthe variation of the radar cross section. Finally, the
normal daily fluctuations in the echodo notcorrelate well with anyof the other meas-
urable effects of solar activity, K indices, andso forth. The abnormally large cross
sections however, haveusually occurred under disturbed conditions.

Manyof these effects are difficult to explainby any model of the solar structure.
Certainly, a spherically symmetric distribution of ion density hardly explains any of
the facts. A somewhatmore complex model, in which strong specular reflection is
avoided, is obtainedby allowing the reflecting surface, at least, to be rough. In addi-
tion to other troubles, suchmodels fail in relying only on the solar rotation to produce
the observedDoppler spectra; someform of motion is required. Somewhatmore suc-
cessful are models that introduce randomscattering centers in anotherwise spherically
symmetric model. Still more promising are models that introduce some systematic
structure andorganized massmotion. While the problem is complicated, someof the
effects are so gross that somethingmore than a casual explanationis required, andthere
is every assurancethat concrete results shouldbe obtainable.

Of the several models nowbeingstudied, the most promising and interesting are
those involving a radial structure alignedwith a radial magnetic field. SuchR-rays are
located in the solar corona aboveactive areasin the photosphereandare tied in with
the production of streamers andthe TypeII slow-drift bursts. The evidenceindicates
that the inhomogenietiesmay havelongitudinal dimensions_ 105kin.and electron den-
sities averaging approximately 10times thoseof the undisturbedsolar atmosphere.The
filaments may occur andre-occur at placeswhere the magnetic structure is particularly
stable. The effort involved in the study of the various propagatingmodeson suchstruc-
tures andthe reflection of radio waves from them {including the effect of the solar rota-
tion andcharge motions} shouldprove interesting.

M. Loewenthal
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IV. OPTICAL AND INFRAREDSPECTROSCOPY*

Prof. C. H. Perry
Dr. R. Geick
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E. F. Young

A. TEMPERATURE DEPENDENCEOF THE FAR INFRARED REFLECTIVITY OF
MAGNESIUMSTANNIDE

Amongthe II-IV semiconductingcompoundswith the antiflourite structure, Magne-
1-5

slum Stannide has the smallest width of the forbidden gap with 0. 33-0.36 ev.
Consequently, at room temperature and abovethe intrinsic conduction dominates.

1-7
Measurementsof the electrical properties cover the range 60°-1000°K. At high
temperatures BuschandWinkler 1' 2 found a T -2" 5 law for the mobility for which expla-

nations have been given in terms of optical mode scattering 8' 9 and more phonon proc-

I0 T-I. 5esses. For the mixed conduction range, however, Lichter 7 reported a law in
ll

agreement with the theory concerning acoustical mode scattering. Similar results

have been obtained for Mg2Ge and Mg2Si.8' 9

With respect to lattice vibrations, Mg2Sn has for g= 0 an infrared active and a Raman

active mode. The frequency of the infrared active mode at room temperature has been

determined from the far infrared reflectivity. 12, 13

We have extended the study of the lattice vibrational properties to other temperatures

and investigated the electrical properties at infrared frequencies by measuring the

reflectivity of Mg2Sn in the region from 50 cm-1-370 cm -1 at various temperatures in

the range 100°-600°K. Two samples of different origin yielded the same reflectivity

within experimental error. Both were pure material, and their reflectivities at 100°K

exhibited no indication of free-carrier effects (cf. Fig. IV-I). With increasing tempera-

ture the influence of the free carriers becomes more and more important, and above

400°K this is dominant. The reflection spectrum of our samples at room temperature

is in good agreement with the data reported previously, 13 except that the subsidiary band

in the Reststrahlenband has not been found with our samples.

The reflection spectra were analyzed by means of a classical oscillator fit including

Drude terms for electrons, as well as for holes. Details of the dispersion formula and

the notation used have been previously published. 14 In this analysis Eoo = 16.4 was used

according to the refractive index of Mg2Sn in the near infrared, 15 and C0o was assumed

to be independent of temperature. Eo' _o' and _ in the lattice dispersion term were

determined from the reflectivity and are shown as a function of temperature in Figs. IV-2

and IV-3. At high temperatures _ is nearly proportional to T 2 which means that pre-

dominantly 3-phonon processes via quartic lattice potential terms determine the width

*This work was supported principally by the Joint Services Electronics program
(Contract DA- 36- 039-AMC- 03200 (E).
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16
of the fundamental lattice band.

In the free-carrier part of the dispersion formula, too many parameters are involved

to determine them all from the reflection spectra. For T = 100°K the free-carrier

effects could be neglected completely. At room temperature a reasonable fit was

obtained with the values reported from electrical measurements:
3

A. Intrinsic carrier concentration N. = 1.5 • 1017 cm -3
1 * 3

B. Conductivity effective masses of electrons and holes, respectively, m e = 0.15m
3 o

and m h = 0. 10m °
3,7Z

= cm and Ph =C. Mobilities of electrons and holes, respectively, Pe 370 V sec

Z 3,7
cm

300 V-s'_"

No attempt was made to vary the effective masses with temperature, and the room tem-

perature values were used for all temperatures. The mobilities were assumed varying

proportional to T -2" 5 according to the results of Busch and Winlder.l' 2 The mobility

ratio used was pe/_ h = 1.23 independent of temperature. 3' 7 The carrier concentration

was determined from the reflectivity (cf. Fig. IV-4). For comparison N. was calculated
* 3 * 3 z

using the values m e = 1. Z0m ° and m h = 1. 30m ° for the density of states effective

masses and the value of the band gap energy Eg = (0.36-2.8 10-4T} ev 1-3 (cf. Fig. IV-4).
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The agreement of the experimental data with the calculated values is reasonable.

An attempt was also made to fit the reflectivity with mobilities proportional to T -1" 5

according to the results of Lichter 7 in the mixed conduction range. The calculated

5

'e

_ _

o

i 2 --

a:
ir

u
U 1018 --

z --

_ -
z --

5 --

1017

T (°K)

800 500 500

I _ J
2 5 4

I/TXIO a

5O

2O

E
u

cl

Fig. IV-4.

Intrinsic carrier concentration N. versus 1/T
z

as determined from reflection spectra with

T-2. , , ~ T-1.~ 5_Oj and with _ 5_Xj,'_ calcu-

lated values of N. ( .) and total static
1

conductivity ('-- ).

reflectivity is the same as in the former case within Z-3% for all temperatures and con-

sequently, only one calculated value is shown in Fig. IV-1. The carrier concentration

deviates systematically from the calculated values, and the ratio of the calculated to the

experimental values is proportional to T. The resulting total static conductivity ¢o is

the same in both cases and thus the reflectivity is sensitive to the conductivity only.

Furthermore, the plot log _o versus 1/T is not a straight line, which indicates once
more a T -z" 5 law for the mobilities (cf. Fig. IV-4). This means that already in the

temperature range covered by our measurements the temperature dependence of the

mobility cannot be explained by acoustical mode scattering only, 1 1 and that optical mode

scattering or more phonon processes have to be considered. 8-10

Because of the relatively low mobility in MgzSn, the free-carrier effects produce no

sharp plasma edge in the reflectivity which would have provided additional information.
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Such a minimum and a steep vise of the reflectivity always occur when the real part of

the dielectric constant changes from positive to negative values with increasing wave-

length and the imaginary part is sufficiently small. The corresponding condition is for

a lattice dispersion term

_ i, (1)

and for a Drude term

* 2
Nm

>>1.
eLattice

For MgzSn, condition 1 is fulfilled, but

(2)

* Z
Nm

_Lattice
< 1 for electrons, as well as for holes.

Therefore no plasma edge has been found in the spectra.

We wish to thank Professor D. W. Lynch, of Iowa State University, for providing one

of the Mg2Sn samples. All computations were performed on the IBM 7094 computer at

the Computation Center, M.I.T.
R. Geick
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A. ABSORPTION OF k = 4880 /_ LASER BEAM BY ARGON IONS

The absorption of the output beam of a steady-state argon ion laser (k = 4880 /_) by

excited argon ions in a low-pressure arc discharge has been observed. The argon ions,
2

excited to the 4s P.,^ state, strongly absorb the laser beam that is produced by the Ar II
• 2_0 "_/_ 2_

transition ,_p u5/2 -- _s I-'3/2.

The ultimate purpose of this work is to develop a technique to measure the tempera-

ture of ions in moderate temperature plasmas by determining the Doppler width of an

ion absorption line. The steady-state ion laser provides a series of extremely sharp

emission lines corresponding to the optical resonant cavity modes of the laser. The

ratios of the intensities of the laser modes, determined with and without the absorbing

ions, can be related to the Doppler width of the ion absorption line. For excited argon

4s2P3/z 2 oions absorbing energy corresponding to the -- 4p D5/z transition, the relation

between the Doppler width of the absorption line and the ion temperature is shown in

Fig. V-I. The density of the excited ions can also be determined ifthe total absorbed

power from the beam and the oscillator strength of the absorption line are known. The
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Fig. V-l. Absorption linewidth resulting from Doppler broadening of Ar II transition
2 o

4s2P3/2 -- 4p D5/Z (k= 4880 A).

*This work was supported principally by the Joint Services Electronics Program
(Contract DA36- 039-AMC- 03Z00(E).
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Fig. V-Z. Experimental arrangement.
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Fig. V-3. Laser beam intensity transmitted through argon discharge and background

radiation at k = 4880 /k vs discharge current.

1
oscillator strengths of important argon ion lines have been measured by Olsen.

For preliminary evaluation of this technique, the experimental arrangement of

Fig. V-Z was set up. A steady-state argon ion laser (k=4880 _k) sends a beam through

a second argon discharge in a capillary, Z-ram in diameter and 49 cm long. The beam

is then sent into a Jarrell-Ash monochromator and the k = 4880 /_ component is detected

by a photomultiplier. The transmitted laser beam intensity and the argon discharge

background radiation at 4880 /_, monitored directly at the photomultiplier output by a

high-impedance electrometer, are shown in Fig. V-3 as a function of discharge current.

The beam intensity decreases by Z4 per cent as the absorbing discharge current is
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increased from 0 to 5 amps.

In order to have a preliminary idea of the absorption of the individual laser modes,

the radiofrequency beats between the modes were detected by a UHF radio receiver. The

signal-to-noise ratio of the receiver output is increased by chopping the transmitted
-l

laser beam at 400 sec and amplifying the audio output with a Princeton Applied
-I

Research lock-in amplifier tuned to 400 sec The laser modes are separated in fre-

quency by approximately 150 Mc/sec.

Preliminary measurements of the laser beat frequencies up to I Gc/sec have been

made, but problems in obtaining reproducible data have been encountered because the

laser output power had not been adequately stabilized. Modifications of the experimental

arrangement are now under way which should correct this problem and extend the fre-

quency spectrum.

G. Fiocco, W. D. Halverson

References
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B. OPTICAL DOPPLER RADAR I

Preliminary experiments to demonstrate the feasibility of developing an optical radar

capable of measuring the velocity of moving reflectors are being carried out. Our aim

CSZ_5_REFERENcEMICHELSONARM INTERFEROMETERDOPPLER
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I M 50 % MIRROR

v I T
RETURNING RADIATION _ _ COLLIMATING
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II II

LOCK-IN _ RADIO
RECORDER AMPLIFIER RECEIVER

Fig. V-4. Detection system for an optical Doppler radar.
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is to construct a device capable of measuring velocity distributions of atmos-

pheric gases at a distance, by the detection of the broadening and shifting of

a laser-emitted line.

For this purpose, we have assembled in the laboratory the device illustrated in

Fig. V-4. This is basically a Michetson interferometer in which the signal in one of the

arms is reflected from a moving surface. The moving surface simulates the motion of

a real target; in the present case it consists of a wheel, Z5 cm in diameter, with

180 teeth that can be rotated at various speeds. The wheel is contained in an enclosure

that can be evacuated in order to achieve high speeds. At present, however, the wheel

rotates at 1800 rpm which results in a peripheral speed of Z4 m/sec -1. Taking into

account the geometry of the encounter, the frequency shift is calculated to be approxi-

mately 45 Mc,

The signal from the wheel is mixed with the signal from the reference arm

of the interferometer and both are detected by a photomultiplier. Frequency anal-

ysis is carried out with a radio receiver with a bandwidth of 13 kc. To improve

the signal-to-noise ratio, synchronous detection methods in which a lock-in ampli-

fier is used in conjunction with a beam chopper placed in the wheel arm have

been employed.

Z
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,
I I I I I I I I I I I I I I I I I t

,40 50

FREQUENCY ( MEGACYCLES )

Fig. V-5. Power spectrum after detection.

Figure V-5 is a reproduction of the power spectrum after detection showing

the beat signal at 46.6 Mc. The line has a width of approximately 1 Mc which

is caused by the fact that the reflection occurs over the surface of a tooth which

moves faster on the inside edge than on the outside edge. In obtaining this beat

signal, a number of the conditions necessary for successful detection have been

clarified.

G. Fiocco, J. B. DeWolf
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C. INVESTIGATION OF A REFLEX DISCHARGE

Electron gyro frequency or cyclotron harmonic radiation has been observed from a

hot-cathode reflex or Penning discharge. Probe measurements have been made and the

density determined from the ion saturation currents. No change in radiometer output

maxima near the harmonics was observed for densities between 2 and 20 X 1018 m -3

The discharge cavity was a water-cooled, stainless-steel cylinder, 19. 7 cm in diam-

eter and 15.2 cm high. The anodes, also water-cooled, were hollow copper annuli,

10. Z cm apart. Spirals of 25-mil tungsten wire were used for cathodes {see Fig. V-6).

These cathodes emitted tungsten copiously and soon developed hot spots that resulted in

copious, but localized, emission of tungsten and electrons, and a bright pencil in the

discharge.

Magnetic fields of up to 0. 15 Wb/m 2 were used. The field was uniform 1 per cent

within 3 cm of the axis of the cavity. The X-band radiometer had no filter before the

mixer and so was sensitive to two Z0 Mc/sec bands 120 Mc/sec apart. The IF ampli-

fier detected output was fed through a P. A. R. lock-in amplifier to an X-Y recorder. A
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Fig. V-6. (a) Cavity seen from above.
(b)Cavity seen from the North.
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Fig. V- 7.

Radiometer output as a function of mag-

netic field; IDC = 0. 8 amp. The vertical

scale is arbitrary, except that the lowest
curve has been amplified by a factor of 100
with respect to the others.

maxima were either greatly diminished or absent.

signal proportional to the current

through the magnet coils was fed to

the other axis of the recorder.

Densities were calculated from

the ion saturation current by using

the small-sheath approximation. Sheath

radii calculated from the V 3/z law

were found to be between 1.2 and 1.4

times the probe radius which was

3 rail. The effect of the magnetic field

on these results should be negligible

because the probe radius was an order

of magnitude smaller than the mini-

mum ion gyro radius. The density

could be changed by varying the neu-

tral pressure in the cavity and/or the

discharge current. Densities between

Z and 20 X 1018 m -3 were obtained.

The electron thermal energy was found

to be approximately 3 ev.

Figure V-7 shows some typical

results for three different pressures.

Peaks near the gyro-frequency har-

monics were usually observed for har-

monic numbers 3-10 and occasionally

as high as 25. Within the accuracy

of the system, the peaks were located

right at the harmonics and no change

with density could be found. Peaks

not near the harmonics were also

present, but their occurrence and

intensity were directly related to the

prominence of the pencil in the plasma.

When the plasma was uniform these

The intensity of the peaks at the bar-

monics was also dependent on the strength of the pencil.

In our future plans we envision improvement of the discharge by the use of other

cathodes that will provide a uniform plasma. A filter and an IF amplifier with a nar-

rower bandwidth will give narrower peaks and improved accuracy. Improvements in
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probe design should extend the range and increase the accuracy of the density determi-

nations.

R. J. Breeding
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A. SIGNAL-TO-NOISERATIO OF PHOTOMULTIPLIERSPECTRUMMEASUREMENT
AND COUNTINGEXPERIMENT

Intensity fluctuations of a narrow-bandlight source suchas anoptical maser canbe
observedexperimentally by letting the light emitted from the source impinge upon a
photomultiplier. 1-4 Onemay either observethe spectrum of the photomultiplier anode
current or connectthe anodeto a counterandrecord the photoelectroncounts in a set
of fixed time intervals of duration T. Thespectral density of the photomultiplier anode

5
current is given by

AeI° IF _ ¢__¢(co}- Zrr + 2Vhv (1}

where A is the photomultiplier gain; e, the electron charge; Io, the anode current; F,

the secondary-emission shot-noise enhancement factor; _, the quantum efficiency; h,

Planck's constant; v, the frequency of the light; Cp(_), the spectral density of the light

power {intensity}; and _, the average power. The first term is the enhanced shot noise.

The second term gives the excess noise resulting from time variation of the light inten-

sity and contains the information on the spectral density of the incident light power.

The second-order factorial moment n{n-1) of the photoelectron count n in a time

interval of duration T contains the same information as the spectral measurement. One

can show z' 6 that

n(n-l) --2 n _: pp(T)
- n = Z (T-T} dT, (Z)

-n

where pp(T) is the normalized time-dependent part of the autocorrelation function of the

light power p(t)

p(t) p(t+T) = _Z[l+pp(V)]. (3)

Because ¢p(_)/_Z and pp(T) are related by a Fourier transform, the second factorial
7

moment indeed yields the same information as the spectral measurement.

The purpose of this report is to evaluate the signal-to-noise ratio of these two

This work was supported principally by the Joint Services Electronics Program
(Contract DA36- 039-AMC- 03200(E).
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experiments andcomparethem with the Brown and Twiss correlation measurement8and
coincidencecountingexperiment.9 Before we do this, we shall consider briefly the
advantagesanddisadvantagesof thesevarious methods- asidefrom their respective
signal-to-noise ratios (whichwill be foundto be comparableto eachother exceptfor the
coincidencecountingexperiment). In order to obtainthe full spectral information in the
Brown andTwiss correlation measurementandthe coincidenceexperiment, it is neces-
sary to introduce delays into one of the two photomultiplier outputsusedin the experi-
ments. The delaysmust be of the order of the inverse bandwidthof the incident light.
If the light is of narrow bandwidth, suchas the light from a gaseouslaser, the delays
required are prohibitively long. Thus, the Brown andTwiss experiments are suited for
the measurementof light spectra of bandwidthsgreater than, say, 1 Mc. The spectral
measurementandcountingexperiment discussedhere take preference for bandwidths
less than that.

The countingexperiment, as opposedto the spectral measurement, gives more infor-
mation. Indeed, if enoughsamples are taken, it is possible to find the completeproba-
bility distribution P(n) of countingexactly n photoelectrons within a time interval of
duration T; however, it is more laborious. Furthermore, the photoelectronrate cannot
exceedthe resolution rate of single photoelectronpulses, whereasthe spectral measure-
ment doesnot imposethe samestringent restriction. Thus, if the source usedis capable
of producinga photoelectronrate higher than the rate that canbe resolved, attenuation
must beused at the expenseof signal-to-noise ratio.

1. Signal-to-Noise Ratio of the Spectral Measurement

In the experimentson the fluctuations of the light emitted by a gaseousmaser, 1-4 the
operation was sufficiently near threshold, sothat the modulation of the light was strong
andit was not difficult to distinguish the excessnoise from the shot noise. In experiments
farther awayfrom threshold,this becomesincreasingly more difficult and it is necessary
to studythe questionof signal-to-noise ratio.

If it were possibleto determine experimentally the shot-noise term in Eq. 1with per-
fect accuracy, onecould subtract it from the observedtotal spectrum ¢(_}, andthus it
wouldbe possibleto discern the signal with noattendantuncertainties. In fact, however,
the shot-noise level cannotbe determined with certainty by a spectral measurement of

finite bandwidthB andobservationtime To. Weshall define the signal-to-noise ratio of
the spectral measurementby the ratio of the excessnoise observed in a bandwidthB to
the uncertainty in the shot-noise level7

Signal 2AeIoB_ 2_p{_)/p
Noise - Uncertainty of shot-noise level" (4}

Here, the uncertainty of shot-noise level is
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 21/2'i2, ,d , i2,t,d (5)

where i{t) is the current passing the filter of bandwidth B. We shall evaluate the uncer-

tainty of the shot-noise level in the limit of a negligible signal, an assumption that is

legitimate in the limit of a small signal-to-noise ratio. In this case the current i(t) in

{5) is a random time function with a Gaussian amplitude distribution. Assuming that the

filter characteristic is square, one may represent i(t} as a superposition of sinusoids

of random amplitudes, N in number:

N

i(t) = _ (a i sin ¢_it + b i cos ¢oit), (6)

i=l

in which, according to the sampling theorem, N is given by

N = BT o.

The random amplitudes of the sinusoids satisfy the conditions

a.b. = 0
1 1

(7)

m

a.a. = a26i = b.b. (8)1J j 1j

where we have assumed stationarity and symmetry of the current spectrum. The ratio

of the uncertainty of the experimental determination of the shot-noise level normalized

to shot noise is given by

Uncertainty of shot-noise level

o iZ(t) _ o iZ{t)

£ (9)
Shot noise 1 o i2(t) dt

T o

The shot-noise level in terms of N and a z may be found immediately by using

and (8} :

W

°-_o i2(t) dt = Na z.

(6), (7),

(1o)

On the other hand, we know that
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-- iZ(t) dt = ZBAeI r.
T 0 o

(11)

The numerator of (9)

1 /i_.4+ _ _.4+ Z_ aZ Z + _ a z 2 + _ b2b_)_NZ--Z 2a
=4- i : i bj i a_ i

i i,j i,j i¢j

_ = --:Z= N(N+l) azz - N z a zz N a (IZ)

The second expression in (12) is obtained by introducing (6) and integrating over the time

interval T o. The third expression is obtained by replacing the square of the sum by a

double summation and using the statistical independence of a i and aj, j¢i, and a i and bj;

the fourth expression results by noting that the single summations contain N terms and

the summations over unequal indices contain N(N-1) terms, and further using the rela-

tionship applicable to the Gaussian variables a. and b. :
1 1

_4= 3a--Zz = b 4. (13)
1 i

Using (11) and (lZ) in (9), one finally obtains

Uncertainty of shot-noise level 1 1

Shot noise _ _--"
o

(14)

Assuming that the spectral density of the light power, Cp(_), is that of Gaussian light

with a Lorentzian line shape of bandwidth _, so that

Cp(_) 1 1

--2 Ith_ 2 '
P 1 +. __W_____

& 2

one finally obtains from (4), (9), (1 1), and (14) for the maximum signal-to-noise ratio

at _ --0:

Signal Z_ B,j--_o 'Noise - r_ (15)

in which we have used the fact that the photoelectron rate _ is related to 5 by
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The signal-to-noise ratio increases with the square root of the bandwidth and of the

observation time, with the photoelectron rate, and decreases with increasing bandwidth

of the incident light. A correction factor would have to be included in (15) to account for

other than Gaussian light.

Z. Signal-to-Noise Ratio for the Counting Experiment

The signal of the counting experiment may be defined as

-Z
n(n-l) - n

Signal = (16)

This quantity would vanish if the process were Poisson and an infinite number of samples

were taken so that the ensemble averages may be equated to the experimental averages.

Because of the finite number of samples taken in an experiment, however, (16) would not

yield zero even for a Poisson process. It is meaningful to define as the "noise" in this

experiment the mean-square deviation (from zero) of (16) for a pure Poisson process,

because of the finite number of samples taken. In this case one may evaluate the noise

by using Poisson statistics for the photoelectron counts. Assuming that N samples are

taken, we have

/ ltNoise 1 1
=-- ni(ni-l)- _ ni

n i=l i=l

(17)

Replacing the higher powers of the sums in (17) by multiple sums, one obtains

=--n i,j ni(ni-1 ) nj(nj-l) + V i, j, k,

n.n.n, n_
ij K£

- Z 1 _ ni(ni_l) . (18)

N-3 i,j,k n]nkf "

In the first sum we have to be concerned with terms of equal indices i and j, and with

terms of unequal indices. There are N terms of the former type, and N(N-1) terms of

the latter type. In the second summation, there are N terms in which all subscripts are

the same, 4N(N-1) terms in which three subscripts are the same and one is different;

3N(N-I) terms in which two pairs have equal subscripts; 6N(N-1)(N-Z) terms in which
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two subscripts are the same and the others are different; and N(N-I)(N-2)(N-3) terms in

which all subscripts are different. A similar study of the third summation in (18) gives

N terms in which all subscripts are alike, N(N-I) terms in which j = k, but j ¢ i, 2N(N-I)

for which j = i or k = i, but j ¢ k, and N(N-I)(N-2) for which all subscripts are

different. Further, using the expressions for the moments n k for a Poisson proc-

ess, one may calculate (185 retaining only terms of 0 th and I st order l/N: this is

legitimate because in all experiments, the number of samples N would be large. One

finds that the

Noise = J-_- (19)

Again, assuming that the "signal" is produced by Gaussian light of Lorentzian line shape

and bandwidth A_, one has

pp(T) = e-A_T

and therefore, from (2) and (16) for the maximum signal attained in the limit T >>A_

2r
Signal =-_--_. (20)

Introducing this expression for the signal, one obtains with the aid of (205

Signal

Noise - _f_ _ _/-_-" (21)

This expression has to be multiplied by the same correction factor as (15) to account

for other than Gaussian light. Note the similarity of the signal-to-noise ratio of this

experiment and the signal-to-noise ratio of the spectrum measurement, (15), which is

even enhanced by the fact that the product ToB stands for the number of samples neces-

sary to describe the time function i(t5 of bandwidth B in the observation time T.

3. Comparison with Brown and Twiss Experiments

We shall now compare the results obtained here with the corresponding expressions

obtained by Brown and Twiss. 8' 9 The correlation experiment yields in their case, for

a square filter characteristic, the result [Eq. {3. 625 of Brown and Twiss 7]

S _ _ 2',,f-2_ _ (22)
N- F _-v _- F_x_ o'

where we have set

--F-= 1- =, TI I, A=A 1 =A 2
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and

A f: a2(v) n2(v) dv

o0

_0 a(v5 n(v) dv

Except for the factor _-v, this is the same expression as (15).

Next, compare the signal-to-noise ratio of the coincidence experiment with the

expression obtained thus far. Brown and Twiss point out 8 that the signal-to-noise ratio

for the coincidence experiment is given by (225 as well, if one interprets B = 1/4 Vc,

where v is the resolving time of the counter. But their analysis applies to the case for
c

which the inverse resolving time of the counter is much smaller that the light bandwidth

A_. If one develops an expression for the signal-to-noise ratio for the case _ (( 1/v c,

one finds 10 [Eq. (5. 235 of Brown and Twiss 9]

Signal

Noise o c

r

Insofar as the bandwidth of the spectral measurement can be made comparable to the

light bandwidth (say, 2_rB ~ _¢0/4), the expression above looks like the signal-to-noise

ratio of the spectral experiment, except for the factor _T c. The resolving time must

be made short enough to accommodate the rate _. Thus A_v c is usually much less than

unity; and, accordingly, the signal-to-noise ratio of the coincidence counting experiment

is smaller than that of the other measurements discussed here.

H. A. Haus
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B. QUANTUMANALYSISOF NOISE IN THE LASER OSCILLATOR

1. Introduction andSummary

Spontaneous emission noise is essentially a quantum phenomenon. It can only be

described by an analysis in which the field is quantized. For the laser amplifier and the

laser oscillator below threshold, which are both linear devices, such an analysis is

known, l In this report we shall give the general outlinez of a quantum analysis of the

nonlinear laser oscillator above threshold. We make use of the concept of quantum noise

sources. These are operators whose first-order moments are zero and whose second-

order moments are nonzero. They drive Van der Pol equations whose variables are

operators. We linearize these equations in the noise, and solve for the first- and second-

order Glauber functions, 3 G (I) and G (z), and for the expectation value of the commutator

of the field variables. These three results refer to the field inside the cavity.

These results will be compared with the results of an earlier theory 4 in which the

semiclassical equations are considered to be driven by the linear noise sources. We

shall call this theory "semiclassical." Our results contain "saturation corrections"

caused by the fact that the correlation functions of our quantum noise sources differ

slightly from the corresponding quantities in the "semiclassical" theory. Our results

also contain "quantum corrections" caused by the fact that our variables are operators.

Both of these corrections are small. Because our results refer to the fields inside the

cavity, and because experiments 5 are performed on the fields of the laser beam outside

the cavity, we cannot yet give an exact discussion of the experimental meaning of these

corrections.

Furthermore, it can be shown that any particular moment of the field can be

rederived from an equivalent classical problem consisting of the semiclassical equations

driven by appropriate noise sources. For different field moments one needs different

noise sources. Itturns out that G (I) and G (z) need the same noise sources. These noise

sources differ slightly from the linear sources of the "semiclassical" theory.

Z. Fundamental Equations

We shall consider one field mode in interaction with N two-level systems (particles,

material) in resonance with the field mode. The particles undergo collisions and we

restrict ourselves in this report to one type with collision time T. The field also
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interacts with a loss system consisting of an infinite set of harmonic oscillators, orig-

inally in thermal equilibrium at temperature TL, andwith a flat spectral distribution.
We shall concentrate here on the interaction betweenfield and material; the effect of
the loss will be mentioned without proof,l' 2 In between collisions the system is
described by the Hamiltonian

J J

in which a, a + are the annihilation and creation operators of the field mode, and wj, p;,
+

pj are the energy operator and the negative and positive frequency components of the
polarization operator of the jth two-level system. They are adequately normalized so

that

I+ ] [+I+[ 1pj.p_ : ,.wj; wj.pj : pj; p_,wj: p_ (_)

This Hamiltonian leads to the following equations of motion:

d----_-= Kjp (t) + Loss; and Hermitian conjugate (h. c.) (3)
J

dp;(t)

dt - 2_jwj(t) a(t); and h.c. (4)

dwj(t)

- +dt JL J

We adopt the following model for collision. When there is no field in the cavity, the

material is in a randomized equilibrium state characterized by a given inversion p+ - p_

(or, equivalently, a given negative temperature -Tin). When the field is excited, a particle

j interacts for some time tj with the field,whereby both field and particle develop com-

ponents in each other's Hilbert space. At the collision the interaction stops, the field

retains its components in the jth particle Hilbert space, but the jth particle is kicked back

to its original randomized equilibrium state and becomes independent of a11 of its pre-

vious states. It is now in fact a "new" jth particle with a new Hilbert space, and during

the next interaction the field will develop additional components in this new space. The

material operators immediately after such a collision will be denoted by p_(0), w j(0).
They have the properties

_p_. (0)Pk(0)_ = 2_wj(0)_ (l+_m) 5jk; (p;(0) p_(0)_ = 2 (wj(0)_mSjk

(p;n(o)/_ = O; 2_wj(O)/_ =p+-p_ (6,
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in which j ¢ k for a different particle or collision, and _m = [(P+/p-)-I]-I =

[exp_¢Oo/kTm)- I]-I .

3. Solution

Consider a time interval ti,t i + T of order a few times T, and a particular interaction

of particle j with duration tj, somewhere in that interval. We put a+(t) = a+(ti ) in Eqs. 4

and 5 during T. These equations are then solved during this interaction for p;(t) in terms
+

of pj (0), wj(0) and a+(ti ) to third order in _jt. These solutions are then used to integrate

Eq. 3 in the interval ti,t i + v to fourth order in _jtj. If v is considered a differential dr,

one may cast the result in the form of a differential equation

da

dt (N-_-aya+a) a = x-(t);
da+

dt-- - a+(_-_t-aya+a) = x+(t) (7)

ZZ
in which _dt= Z 7. _jtjwj, aydt= Z 7. (1/3) 4 4_jtjwj, <_/> = ZN_ZT<w>, <a_,> = 8Ng4T4<w>

j c jc
(7. means summation over the particle index, Z summation over the collisions in dr, the

j c
argument (0) has been dropped), x-(t) = xL(t ) + Xm(t), and h.c. The quantities _ and x L

are caused by the loss. l'2 The loss noise sources x L are independent of the material

noise sources x m and for t 1 = t 2

where _L [exp6_i°_o [ kTL)-I]-I= ; for Itl-tZ[ > dt these expressions are zero. The mate-

rial noise sources are given by

x_(t)dt = jtjp_-(,/3)_j_jhpja + p_a+a
j c

x+(t) dt = j_2c fnjtjp_' -(1/3) nj_jLPj a
(9)

It can be shown that these noise sources are Gaussian (operators u, v, w, x, ...

are defined to be Gaussian in some ensemble if <uvwx> = <uv><wx>+ <uw><vx> +

<ux><vw>); the errors made in Eq. 7 by replacing v by a differential are negligible

if NT < 1 or, in experimental terms, if the cold-cavity bandwidth is smaller than

the collision-broadened linewidth; Eq. 7 conserves the field comutator [a,a +] = 1;

if we consider the field operators in x + as c-numbers, we must consider N as a
m

c-number (because of the large number of particles and collisions in dt, this c-

number is obviously <N>).

We use the substitution
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-iet iet
a(t) = [ao+_(t)] e ; a+(t) = [Ro+A+(t)]e (10)

in which A A + are operators with [A A+] = 1, and R ° and @t are c-numbers. By putting

a_R2o = _ - F, we have adjusted RZo so that it is equal to the steady-state photon number

in the cavity, no, as predicted by the semiclassical theory without noise sources. We

linearize Eqs. 7 in A A +, and @t; we replace the field operators in x +m by their main

terms, which are c-numbers; and consistently consider _ as a c-number. Furthermore,

defining 2in s = x- exp(iet) - x + exp(-i0t), 2n c = x- exp(iet) + x + exp(-iet) , we obtain

d{A+--A) d{A++A)

• (11)i0_2Ro + dt - 2ins' dt + 2(_-_)(A++_) = 2nc"

Equations 1 1 can now be solved for the correlation functions of 0t, A and A ÷. The third

unknown, et, can be chosen freely as an independent Gaussian, but its correlation func-

tion is uniquely defined by the condition that the correlation function of (A+-_) should

stay finite. These correlation functions are then used to calculate the moments of the

field. Consistency with the linearization approximation requires that all moments of

A+ higher than the second be neglected.

From Eqs. 6, 8, and 9 we obtain

<ns(t+T) ns(t) _ =AsS(T)= [,(l+[sJ+ _( 1÷ _L)]5(T)

<nc(t+T ) nc(t}} = AcS(V ) =[As-4(_-_)(l+_m)] 5(v)

i<[nc(t+T), ns(t)] _ : (_-_t) 5{_). (12)

This leads to the following results for G {1) = <a+{t+T) a(t)> , G (2} = <T+(a+{t} a+(t+T}}

T{a(t+T) a{t))_ and the field commutator, respectively.

G (1) = exp ['r[ lo+1 A e -2(¥-_)1"r[ (13a)
y-_

G (2) _ n 2
o _ A e-2(_/-iz) IT [ (13b)

n
o (_-_)

<[a(t+T),a+(t)]> : exp _ Iv[ _+_

Here, we have introduced the time-ordering operators T (which puts the later time first)

and T + (which puts the earlier time first); these were needed in the definition of G {2)

because [a(t-T), a(t)] _ 0. We have also introduced the average number of photons in the
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Rzcavity <n(t)> = = no, andthe parameter A, definedby
O

A = A c - (y-_) = A s - (y-_)(3+4_m). (15)

We note that all parameters in Eqs. 12-15 have experimental meaning: Z_ is the cold-

cavity bandwidth (A¢0 ° in Haus5}, 2(y-_) is the hot-cavity bandwidth (A¢o in Haus5), Zy =

o is related to the power, Po' transmitted_o/IQ°l with qm the negative cavity q,5 and n o

in the laser beam by Po = 2_moli°_o"

The field commutator (Eq. 14) is 1 for T = 0, decays to 1/Z with time constant

(1/2(_/-_)) for IT[ small, and to zero with the time constant (2nolAs)for IT I large. The

terms having A in G (1) and G (z) describe the influence of the amplitude fluctuations on

G (1) and G (2). The influence on G (1) is small and if we neglect it, the spectrum of G (1)

becomes Lorentzian with full half-power width, A_ 1'

A_ 1 =s = o (2.i_) +IB + +_ . (16)
no ZP o

Apart from the factor [ ], this is the double of the Townes width. 7 The influence on G (2)

is essential: the semiclassical meaning of G (2) tells us that Eq. 13b gives us the relative

correlation function of the photon number, and for T = 0 it is

y - I_= y- l.t - (3+4_m)"

As we have mentioned, we still cannot translate this result into the experimentally

important power correlation in the laser beam.

We shall now interpret the quantities A and A in Eqs. 13 in the light of an equivalent
S

0

0

i n

Equivalent circuit
of the noisy laser
oscillator.

Fig. VI- 1.

components i c and i s are supposed to

with respect to the "hot" cavity bandwidth but narrow-band with respect to

One can show that the circuit of Fig. VI-1 gives rise to the equations

classical problem. In Fig. VI-1 we put G m =

G°m - (aC lZh¢°o)G°m Iv(t)Iz'%z= 1/LC, V : IV(t) I

cos (_ot+et). The noise source in has positive

and negative frequency components i+ and i- such
n n

that i n = i+n exp(ic_ot) + i n exp(-iC_ot). From these

we derive the in-phase component i c = (l/Z)

[in exp(ie t)+ i+n eXp(-iSt)] and the quadrature

component is = (I/Z)[in exp(i8t) - i+nexp(-iSt)],

so that in = Zic cos (_ot+St) + Zis sin (_ot+St). The

be independent, stationary processes, "white"

tD ,
O
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i+ i-
dV+ G- Gm V+ n . dV- G-G m V-= n
d-----_+' 2C = 2C' d--_ + ZC 2C (18)

The correspondence with our analysis is made by taking the following scaling factors

into account: V + = (_¢Oo/ZC) 1/z a +, G/ZC = _, G°/ZC = _, (aC/Zli_o) G ° IV(t) lZ=
m

a_/a+a, i+ (ZlkooC)l/2 + i c (Zl%0oC)I/Z . By putting A = Z_+ R 1 c-numbern = Xeq' = nceq = =

in Eq. 10, we obtain from Eq. 18

dR
1

Roe_ = -nseq; d---_ + Z(N-_) R 1 = nce q (19)

The "semiclassical" circuit 4 is obtained by postulating <nseq(t+v ) nseq(t)> =

_u=_n^^_(t+v) nceq(t) _ = AsS(V ) and <nceq(t+v ) nseq(t)_ = 0, where 5(T) is a delta function

on time scales of the inverse "hot" cavity bandwidth, but certainly not on time scales of

.2
1/¢o o. This leads to a stationary i n with spectrum S i (f) around _o: in = 2Si (f) df =

n n

r ooc (_12)]4Sic(f) df = 4As(Zl_,,,oC ) df = L m\-z+_ + 4G +_L li_ ° df. This is the well-known

"linear voltage source" (i. e., it predicts the exact voltage fluctuations below threshold7).

These noise sources would follow from our theory if we dropped the nonlinear terms in

Eqs. 9 for x- and x + Equation 19 now leads to the results (13) but with A replaced by
m m"

A s. Therefore, in the "semiclassical" theory one predicts correctly the width Z_¢01 (Eq. 16)

but because A s differs from A (Eq. 15), one makes an error of(3+4_ m) photons in the rela-

tive photon number fluctuations at T = 0 (Eq. 17). Close to the threshold (_/_), _/(_/-_)

is large, so that this error is relatively small compared with the main term of Eq. 17.

Higher above threshold _/- _ increases and the error becomes relatively more impor-

tant, but absolutely it is independent of N - _ and is always small.

The exact equivalent problem instead is obtained by postulating <nseq(t+T),nseq(t)_ =

AsS(T), <nceq(t+v)neq(t}_ = AS(v)and <nceq(t+v) nseq(t)_ = 0. This leads then to the

exact results (13). Because A ¢ A s the new source i n is nonstationary. It is interesting

to investigate the cause of A ¢ A . First, A is different from A (Eq. 15). This is a
S c

"pure quantum" effect because it is caused by the operator character of A and A+, and

by <[nc, ns] > ¢ 0. This effect corrects the relative photon number fluctuation by exactly

1 photon. It is also interesting to note that it is not present in the exact expression for

a+(t) a(t) a+(t+V) a(t+T)_ , which for T = 0 equals G (z) + n o . Second, A c is different

from A s (Eq. lZ). This is a "saturation" effect and can be explained classically. This

difference is indeed caused by the terms containing a z and a +z in Eqs. 9. These terms

are phase-dependent and they make x-and x+ nonstationary, although n s and n c are

stationary. This corresponds to the classical statement that i n is nonstationary if

42> ¢_i_. This effect corrects the relative photon number fluctuation by (2+4_m)
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photons. These two effects add and that leads ultimately to A ¢ As,

(3+4[5m) in Eq. 17.

and the correction

H. J. Pauwels

References

1. W. H. Louisell, Radiation and Noise in Quantum Electronics (McGraw-Hill Book
Company, New York, 1964).

2. H. J. Pauwels, "Phase and Amplitude Fluctuations of the Laser Oscillator" {sub-
mitted to IEEE Transactions on Quantum Electronics} contains more details.

3. R. J. Glauber, "The Quantum Theory of Optical Coherence," Phys. Rev. 130, 2529
{June 15, 1963}.

4. H.A. Haus, "Amplitude Noise in Laser Oscillators, " IEEE J. Quantum Electronics,
V01. 1, No. 4, pp. 179-180, July 1965.

5. H. A. Haus, Quarterly Progress Report No. 76, Research Laboratory of Electronics,
M.I.T., January 15, pp. 47-51.

6. C. H. Townes, "Some Applications of Optical and Infrared Masers," in Advances in
Quantum Electronics {Columbia University Press, New York, 1961).

7. H. A. Haus and J. A. Mullen, "Noise in Optical Maser Amplifiers," Proc.
Symposium on Optical Masers, Polytechnic Institute of Brooklyn, April 16-19, 1963,
pp. 131-155.

C. SPECTRAL ANALYSIS OF LASER OSCILLATOR BY MEANS OF HIGHER

AUTOCORRELATION FUNCTIONS

Reported here is the theoretical basis for an experimental confirmation of the sup-

posed Gaussian property of the noise caused by spontaneous emission in a cavity-type

laser oscillator. This noise in the semiclassical analysis appears as a random source

in a van der Pol equation describing the oscillation of the electric field of a laser opera-

ting somewhat above threshold. 1 It has been shown experimentally that in that region
2

the noise is due mainly to spontaneous emission.

The variation Rl(t } in the electric field amplitude about its steady-state value R °

above threshold is assumed to satisfy a linearized equation derivable from the van der

Pol equation. In this region of operation, it is found that information about the third-

order autocorrelation function Rl(t ) Rl(t+vl)Rl(t+v2)Rl{t+v3) can be extracted from the

spectrum of the square of the anode current in a photomultiplier placed in the laser beam.

This is accomplished with the aid of a direct current and lowpass filter before squaring.

We assume that the effect of the filters is to produce the following form for the trans-

form of the deterministic current pulse:

= (1}

Fi(_) L 0, _= 0 or I_J >1_f
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where _f is the filter bandwidth, A is the photomultiplier gain, and e is the unit

of electronic charge. Each pulse is the result of the emission of one photoelec-

tron, if the effect of secondary emission is neglected. With no lowpass filter

present, _f can be interpreted as the photomultiplier bandwidth, which can be

108-109 rad/sec.

In the region where the linearized theory is valid, the modulation coefficient m =

R_(t)/Ro 2 is much less than unity. Furthermore, if the noise source is Gaussian, then R l (t)

must be Gaussian in this region. Using these facts and the assumptions of the preceding

paragraphs, we obtain for the squared current spectrum SI2(_) when _ <<_f, and when

the modulation process bandwidth ¢_o is much less than _f

8A4e 4 _fr 2 _o 128A4e 4 r4m 2 _o
Siz(_)- 3 m 2 2 + _ 2" (2)

_o + _ 4_2o + _

Here, r is the average rate of emission of photoelectrons, which ranged around

l0 l0 sec -1 in the measurements made above threshold on the ordinary spectrum as

reported by Haus. 2 The first term in Eq. 2 arises from the first-order autocorrelation

Rl(t )RI(t+T ) and is basically the same as the term measured in the unsquared spectrum.

The second term arises from the third-order autocorrelation of Rl(t). All other terms,

including shot-noise terms and contributions from even higher autocorrelation functions

of Rl(t), are negligible in the region where the linearized theory is valid, and not too

far above threshold.

By increasing the attenuation in front of the photomultiplier, r is decreased and the

first term of (2) will predominate. Increasing r or decreasing _f will make the second

term predominate. It is shown elsewhere 3 that the assumption of typical realizable DC

and lowpass filters instead of the ideal filterrepresented by (1) only increases the first

term of (2) by _2/4. The second term, which is independent of _f, remains unchanged

as long as _ lies within the passband of the filter.

Ifthe predictions of (2) are verified by experiment, then we may conclude that the

spontaneous emission noise source of the semiclassical analysis is Gaussian. This

assumption could not be checked with measurements of the ordinary spectrum. Further-

more, as m increases and threshold is approached, the linearized theory will become

invalid. Measurements of the squared current spectrum with the filters used as discussed

above should show deviations from the linearized theory before measurements of the

ordinary spectrum. Because of the possibility of using filters and operating with a

higher photoelectron emission rate, we also conclude that measurements of the squared

current spectrum could yield more information about the third-order autocorrelation

of Rl(t) than could counting experiments. Higher speed and thus less sensitivity to drift

in laser operation would also be achieved. J.L. Doane
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VII. PHYSICAL ELECTRONICSAND SURFACEPHYSICS*

Prof. R. E. Stickney
R. M. Logan
P. B. Sun

A. SIMPLE CLASSICAL MODEL FOR THE SCATTERINGOF GASATOMS FROM
SOLID SURFACES

1. Introduction

For the caseof gases of extremely low density (i. e., for free molecule flow), the
transfer of momentumand energybetweenthe gas anda solid surface dependsentirely
uponthe nature of the collisions of individual gas atomswith surface atoms. A satis-
factory theory of this interaction hasnot yet beenestablished. The principal objective
of the present study is to formulate a simple model whosebehavior agreesqualitatively
with the experimental data for the scattering of a beam of gas particles from a solid
surface.

The following symbols are used:

u = velocity of gas particle

u n = component of velocity of gas particle in direction normal to surface plane

u t = component of velocity of gas particle in direction tangential to surface plane

v = velocity of surface atom (assumed to be in direction normal to surface plane)

M = mass of gas particle

m = mass of surface atom

= mass ratio, M/m

T = temperature of gas beam
g

T = temperature of surface
S

0 ° = incident angle (measured from surface normal)

01 = outgoing angle (measured from surface normal)

= angular deviation of the maximum of the angular distribution of the scattered
particles from the specular direction.

(All angles are measured in the plane containing both the incident beam and the

surface normal. )

*This work was supported principally by the Joint Services Electronics Program
(Contract DA36- 039-AMC- 03200(E).
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The experimental results which are relevant to the present study are the lobular scat-

tering patterns, examples 1 of which are shown in Figs. VII-1A, VII-ZA, and VII-3A.

Most of the available experimental results, for a variety of different gases on a variety

of different surfaces, may be described by the following characteristics:
8,1

1. 8T s is positive

2. 8T---_ is negative

a_

3. 8M is positive

4. 8e may be positive or negative
o

Characteristics 1, 3, and 4 are illustrated in Figs. VII-1A, VII-ZA, and VII-3A, respec-

tively. One further characteristic which seems to hold is 11 --0 as e ° -o.

z. The Model

The simple classical model which is used is based upon the following principal

assumptions: (i) the interaction of a gas atom with a surface atom may be represented

_._ Un I

I
I

I

i I

i I

t " Oo Io,/

%0 ....

tvo

Fig. VII-4. The "Hard-Cube" model.

by an impulsive force of repulsion; (ii) the gas-surface intermolecular potential is uni-

form in the plane of the surface (hence the interaction does not change the tangential

velocity of the gas particle); (iii)the surface atoms are represented by independent par-

ticles confined by square-well potentials; (iv) the surface atoms have a Maxwellian veloc-

ity distribution. The model incorporates many of the same features as that proposed
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2
by Goodman. As a result of these assumptions, the model is simplified to the extent

that it contains no adjustable constants. In order to combine assumptions 1 and 2, it

is convenient to think of the surface atoms as cubes oriented with one face parallel to

the surface plane and with motion only in the direction normal to the surface plane. Each

gas particle interacts with just one of these cubes (Fig. VII-4).

3. Summary of the Analysis

Since the details of the analysis require considerable space, we have chosen to omit

them here. A more complete report has been submitted for publication in the Journal of

Chemical Physics.

The analysis has been carried out in two stages. In the first stage, the analysis is

simplified by representing the velocities of the gas and surface particles by mean values

instead of considering the velocity distributions of each. In the second stage, the veloc-

ity distributions are considered.

The first stage analysis yields only the approximate angular position of the maximum

of the scattering pattern, and hence 11, as given by the following expression:

°tOoL, " +9"_- Tg cos e

(i)_1 eo - cot- 16 12

An indication of the behavior of Eq. 1 is given in Figs. VII-5 and VII-6.

The full analysis involves integration over the distribution functions of the gas and

surface atoms, and this has been done partly by numerical computation. Some of the

W

W
n_
(.9

W

+12-- l- -
; INCIDENI ANGLL,

+loll Oo =45°FOR ALL CURV_//'_=0"2

::E /..,,_o,
+:1

ol t ,_- i i i
I.oJ_/2.c 3.o 4.oi

-

-I0

-12

Fig. VII-5. Characteristics of the approximate analysis: The temperature
dependence of Tl, the angular deviation from the specular direc-
tion, for several values of the mass ratio _.
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Characteristics of the approximate analysis: The temperature
dependence of 11, the angular deviation from the specular direc-

tion, for several values of the angle of incidence, e o.

results are shown in Figs. VII-1B, VII-ZB, and VII-3B so that they may be compared

with the corresponding experimental results.

4. Conclusions

It is found that the results for _ given by Eq. 1 are in resonable agreement with

the results from the full analysis. The results from the full analysis are in good qualita-

tive agreement with the experimental results as illustrated in Figs. VII-I, VII-Z, and

VII-3. Significant quantitative results are not expected from such a simplified model.

The good qualitative agreement does indicate, however, that this model may contain the

principal mechanisms of the interaction. The results may also be considered as some

indication that the general nature of the experimentally observed scattering patterns is

not dominated by the precise form of the intermolecular potential or by the topographical

form of the atomic surface.

R. M. Logan, R. E. Stickney
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A. INSTABILITY IN PARALLEL HYDRODYNAMICAND MAGNETO-
HYDRODYNAMICFLOWS

In Quarterly Progress Report No. 77(pages76-79) we showedthat the stationary
parallel flows of lossless fluids andplasmas-- with onepeculiarly unphysical exception
-- are constantalongstreamlines, anddemonstratedthe instability of nontrivial hydro-
dynamic flows in three dimensionsundersmall perturbations. This result contradicts
neither Rayleigh's demonstration that two-dimensional plane parallel flows without
inflected profiles haveonly stable normal modesnor Squire's proof that for such flows
three-dimensional normal modesare "more stable" than two-dimensional modes, since
the perturbations in questionare not representedamongthe generally incomplete normal
modes considered by Rayleigh and Squire. Using the more comprehensiveLaplace-
transform approach, Case found stability for such flows, but considered only two-
dimensional disturbances.

This report demonstrates the instability of the magnetohydrodynamic,as well as
hydrodynamic, casesof lossless stationary parallel flow. We first assume periodic
boundary conditions along the flow.

As in the hydrodynamiccase, in this instanceit suffices to perturb initially only the
velocity field, and to consider only perturbations preserving the constancyalong stream-

lines of the given unperturbed flow (lW(x2, x3), 9o(X2,X3),So(X2,x3),1Bo(X2,x3)), in

Bo2(X2 , x 3)
which p(po(X2,X3),So(XZ,X3) ) + 8Tr = Po = constant. WithV(0)(xZ,x3)=lW(xz, x3) +

u(0) (Xz, x3), the magnetohydrodynamic equations become

d_V = 0 (la)
dt

( B2/du 2 82 P +-_-_
+ = 0 (lb)

dt p

(Ic)

*This work was supported principally by the U.S. Navy (Office of Naval Research)
under Contract Nonr-1841 (42).
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(id)

d B_
dS P
dt - dt - 0, (le)

d 0
in which_-=-_+ u20 z +u303. In terms of the Lagrangian coordinates X(x,t) (i.e., the

solution of d_X/dt = 0 with the property that X(x, 0) = x) we have at once

s(x,t)= So(Xz,x 3) (2a)

B

B (X,t) =_ (x2,p - x 3)

P(X,t) = Po(Xz,X3) exp<- _O

(Zb)

(Zc)

Let us restrict our attention to perturbations u(0)(x2 , x 3) such that $7 • u (0) = 0. Then

if we neglect in Eq. 2c the change of $7 • u from its initial value with the passage of time,

we get

p(X, t) +
B2(X, t) B(Z) (Xz ,X 3)

8_r - P(Po(Xz 'X3)' So(Xz' X3)) + 8Tr

= Po = constant,

so that Eqs. la, lb, and lc become

dV du2 du3

-_-= d---T-- dt - 0,

so that

v(x, t)= v(°)(Xz,x 3)= w(x z,x 3) + u_°)(Xz,x 3) (4a)

uz(X,t) : u(°)(x) (4b)

u3(X,t) = u_°)(x). (4c)

With the aid of the well-known inversion formula

x(X,t) =X+ V(X,t') dr', (s)

we find that in this approximation

QPR No. 79 74



(VIII. PHYSICAL ACOUSTICS)

_7 • u --aiul0)(Xz ,X3)= (Siu_0))(Xz, X3) -
,oul0,,x,x ( ul0, 

axi \ Oxj/(xz' x31"

Roughly speaking, then, Eqs. 4b and 4c approximate the solutions to Eqs. lb and lc to

second order in certain derivatives of the u! 0) (Eq. 4a is exact in terms of X).
1

The instability is now at hand, for

Ul(X,t) = Vl(X(x,t),t) - W(x_)

= u(°),x [w(x(x, t))-w(x_)].l '-'(x,t))+ _ _ (6)

The first term in Eq. 6 will remain small if it is so initially. We can always make

the bracketted term approach Isup W(x)- inf W(x) I by choosing u (0) so that streamlines
IX x_ I

starting sufficiently near the location of one extremum of W(x) pass at some later time

sufficiently close to the location of the other extremum. Initially small perturbations

are thus amplified by this mechanism up to the level of the spatial variation of the unper-

turbed flow. The latter will be small only if the unperturbed flow is essentially a

Galilean translate of the null flow W = 0.

Although Eq. 6 is not an exact solution, it is better than a linearized solution in that

it rounds off instead of growing indefinitely large with time. For comparison with Eq. 6,

and to better exhibit the initial growth of the perturbation, we write the linearized solu-

tion corresponding to Eq. 6. Such a solution will not exist if W has large jump discon-

tinuities, since in that case the more accurate solution (Eq. 6) will immediately jump

from small to macroscopic levels at arbitrarily small t > 0. We extract the linearized

solution from Eq. 6 by treating X(x, t) - x as a small parameter and keeping lowest order

terms. If W is differentiable, we obtain with the aid of Eq. 5

u1(_x.t)= u_°)(x)+ (_X_(x.t)-x)• VW(_x)+ ...

= u_O)(x) - yO: K(O)(x) dt'. '_7W(x) + ...

u_°)(x) - t(uJ°)(_x), v) W(x),

so that u exhibits linear growth with time in the linearized approximation.

H. L. Willke, Jr.
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A. ELECTRON DENSITY MEASUREMENTS WITH A LASER INTERFEROMETER

A laser interferometer has been used to study the time and spatial decay of a pulsed

P.I.G. discharge. 1 The electron density decay is studied in a range from above 1014 cm -3
13 -3

to below 10 cm It is concluded from the dependence of the decay on gas pressure

and magnetic field that the electron density and temperature both decay initially by radial

diffusion. After a time of 100-200 microseconds, electron-ion collisions become an

important cooling mechanism, and the electron temperature drops rapidly. The decay

rates after Z00 microseconds are consistent with the radiative-collision calculations of

Bates, et al. 2

The interferometer used in the study has been described elsewhere. 3 Briefly, it can

measure phase shifts in the optical and near infrared of less than Z_r X 10 -3 radians. In

the present plasma, electron densities are thus measured with an accuracy of 1012 cm -3

The time response of the interferometer was measured to be less than 5 microseconds.

LASER
BEAM

I MAINTAINING PULSED
POWER POWER
SUPPLY SUPPLY

-ILl - +

OXiDE-COATED
CATHODES 6" LONG 15" DIAMETER

'1-6

B

Fig. IX- 1. The P. I.G. discharge.

This work was supported principally by the U.S. Atomic Energy Commission under
Contract AT(30-1 )- 184Z.

QPR No. 79 77



(IX. PLASMA PHYSICS)

The discharge tube is shown in Fig. IX-1. Cathodes have been placed outside the

discharge region so that the laser beam can pass along the axis of the tube. A current

pulse containing approximately one joule was fired 100 times per second by means of a

delay line. To make the pulse reproducible the gas was pre-ionized by running a weak

(10 ma) DC discharge.

Examples of the time and spatial dependence of the electron density are shown in

Fig. IX-2. As can be seen the density closely follows the Bessel function predicted by

elementary diffusion theory.

N-"

I0 I_

z

_g_J-'d41

_ 1.0

_0.8

F-

OG.6
uJ
.J
W

,_ 0.4
uJ
N
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_ o
z

P..o. ToRRA OO.
4 _ B,800 GAUSS I014 z

,_o_=

\-t40o-, _I.92:
50 tO0 150 200 250 300 350

TIME {/.L sec)

(o)

-- 0

I / I I I I i I I I I , I L l I t I i kl I

-0.5 -0.4 -0.3 -0.2 -0.I 0 0,I 0.2 0.3 0.4 0.5

RADIUS {INCHES), r

(b)

(a)

(b)

Fig. IX-Z.

Time decay of the axial electron

density. The discharge current
is shown in the lower left-hand

corner.
Radial distribution of the elec-

tron density. The data is com-

pared with the zero-order
Bessel function. The magnetic

field is 800 gauss, and the time
t = 80 Fsec; similar data were
obtained at other fields and
time s in the afterglow. The
symbols correspond to different
pressures: [3, p = 0.2Z Torr;
O, p = 0. 044 Torr; ;%, p = 0. 104
Torr; _, p= 0.160 Torr.

The rate of change of the electron density is plotted in Fig. IX-3 for several pres-

sures. It is clear from this figure that in the early afterglow the decay is most rapid for

low pressures. This fact and the spatial dependence (Fig. IX-Zb) are strong indications

that the initial decay is by diffusion. In addition, the magnetic field dependence (not

shown) indicates that diffusion across the field dominates diffusion along the field, a

conclusion which is supported by numerical estimates of decay rates.

To obtain a detailed picture of the decay of the plasma, it is necessary to consider

both temperature and density decay. As the density decay in the early afterglow is
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primarily due to diffusion, the density decay equation is

8 Inn

8t

D
am

Az
(i)

Here D is the coefficient for ambipolar diffusion across the magnetic field:
am

D
a

D -
am _o t0.

e 1l+_
V .V.
el la

(z)

where o_e and coi are the electron and ion cyclotron frequencies, Via is the ion-atom

collision frequency, and Vei is a spatially averaged electron-ion collision frequency.

4XlO 4
)28 TORR

0.058 TORR

2TORR

p.O79TORR

0.098 TORR

).125 TORR

0.210 TORR

I I I I I 1
IO0 2 O0 .5OO

TIME (FSEC)

Fig. IX-3.

Plasma decay rates as a function of
time. The magnetic field is 800

gauss. The experimental points
are not shown because of lack of

space, instead smooth curves have
been drawn through the data.

Following Golant and Zhilinskii, 4 Vei is found to be 0.38 times the collision frequency at

the center of the discharge tube.

Calculations of the electron and ion cooling rates were made. 1 It was found that the
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ion-atom collision frequency is so high that the ions are at practically the atom temper-

ature. The important electron cooling mechanisms are diffusion and electron-ion col-

lisions. Recombination plays no part at these densities and temperatures. The rate of

electron temperature decay is given by

(C0e/Vei)Z _ +_- - gVei. {3}
1+

VeiVia

The terms in the brackets on the right-hand side of Eq. 3 arise in the order presented

from (a) the temperature dependence of the ambipolar diffusion coefficient; (b) the tem-

perature dependence of the electron mobility; and {c} the flow of diffusion currents in the

space-charge fields. The term containing "a" arises from the volume field and that con-

taining "b" arises from sheath fields. Both "a" and "b" are weak functions of the plasma

parameters; for the present plasma they are about 2.1 and 0.16 respectively. The col-

lisional cooling term is proportional to g = 2me/M A.

As diffusion is important for both the density and the temperature decays, it is con-

venient to combine Eqs. 2 and 3"

8 in (T3/Z/n)at- DamI31A-2I +-(°_e/Vei)--------_Z+(0_e/Vei)2 I + VeiviaaC°e¢°i+b 1 --2--gVei'3 (4)

The right-hand side of this equation can be either positive or negative. In the limiting

case that it is zero, T3/Z/n is a constant during the decay. In this case, the density

decay equation becomes

81nn ( D2._ (_._2/3

where the subscript zero indicates initial conditions.

Examples of the decay rates of the plasma are plotted in Fig. IX-4 for a magnetic

field of 800 gauss. It is observed that the initial decay of the plasma follows Eq. 5,

indicating that the right-hand side of Eq. 4 is indeed approximately zero. This conclusion

will be verified numerically below.

Because the initial decay follows Eq. 5, it is possible to determine the electron tem-

perature. The value of {Dam} ° can be obtained from plots such as Fig. IX-4. If the

initial temperature is independent of pressure, one obtains

(D a) o p
(D ) =

am o ¢0 _.
e 1

p+

Vei Via/P

(6)
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p=0.052 TO_

z_

n

or_/ _ I I illi II_ ILiA A A I i I I I

1014 1015

nL (CM -2)

Plasma decay rates at a magnetic field of 800 gauss. The

data are fitted to lines for which T3/Z/n" is constant.
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Fig. IX-5. Pressure dependence of the decay.

As the initial decay is such that Vei is constant, a plot of (Dam)o 1 against p yields a

straight line, as shown in Fig. IX-5. The value of Vei {and hence of T) can be obtained

from this figure; it is found that at a density of 2 X 1014 cm -3 the temperature is 1.4 ev.

The absolute diffusion rate at this density and temperature, and at a pressure
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of 0.1 Torr, is 3.6 X 104 sec -1, in excellent agreement with the measured decay rate

{see Fig. IX-4).

Once the electron temperature is determined, it is possible to check the consistency

of the approximation that Eq. 4 is zero. One finds (for example} at a pressure of

0.1 Torr, n = 2 x 1014 cm -3, and T = 1.4 ev, that the set of terms arising from diffusion

has a value +1.0 X 104 sec -1 and that the electron-ion collision term has the value

-1.7 X 104 sec -1. These terms thus add up to anet cooling rate of 0.7 x 104 sea -1, con-

siderably less than the initial diffusion rate. The approximation was indeed a good one.

This cancellation is a fortuitous one for the experimental conditions discussed, and does

not hold, for example, at a magnetic field of 400 gauss,

As the decay proceeds, the diffusion terms decrease and the collisional term remains

approximately constant. Thus, after a short while the collisional term dominates the

diffusion terms; in such a case the temperature can be shown 1 to drop much more

rapidly than the density. Once this occurs, radiative-collisional recombination becomes

important because of the strong temperature dependence of the recombination coeffi-
Z

cient. It is found that for times later than 200-300 microseconds after the start of the

afterglow, the decay rates are consistent with the recombination calculations of Bates

et al. 2 The bending of the decay curves of Fig. IX-4 away from the straight lines is

thus apparently an indication of the onset of recombination.

Similar data was obtained at 400 gauss, although the initial temperature decay was

more rapid than at 800 gauss; otherwise, the decay was qualitatively the same. At

0 gauss the temperature decays very rapidly by diffusion, and recombination becomes

important almost immediately.

Detailed verification of above conclusions requires time resolved measurements of

the electron temperature in addition to the electron density measurements which have

been described. Temperature measurements have not been made.

E. B. Hooper, Jr.
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B. ION CYCLOTRON RESONANCE IN A RADIOFREQUENCY DISCHARGE-

HIGH Q MODE

The ion cyclotron experiment described previously 1 has been altered slightly and, as

a result, now operates in a high Q mode. This mode is strongly influenced by impurities

and, thus far, has only been observed when the electrode is not oxide-coated. Alignment

of the magnetic pickup probe with the electrode is another factor strongly influencing

operation in this mode. The best resonance curves are obtained when the pickup is in

such a position that it interferes least with the streaming of electrons along lines of B
'_O

from points on the electrode.

Signals from the pickup are detected by a radio receiver tuned to the applied fre-

quency (4 Mc). The automatic volume control (AVC) voltage of the receiver is traced,

as a function of B o, on an oscilloscope face. Within experimental accuracy, the reso-

nance occurs exactly at the ion cyclotron point

eB
=_____o = 1.

[3+ M+¢o

The discharge gas is always hydrogen and only resonance of the atomic ion (proton) has

been investigated.

A model has been developed z which accounts for a majority of effects observed. Two

of the more interesting features, which are still unexplained, are:

Fig. IX-6. Resonance curves at different
a p p 1 i e d voltages. Peak-to-
peak applied voltage of 600 -
425 volts in steps of 25 volts.
Hydrogen pressure, 18 _.

Fig. IX-7. Resonance curves at different
applied voltages; 1000, 800,
600, and 500 volts peak-to-
peak. Hydrogen pressure,
16 1/z
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Fig. IX-8. Resonance curves at different
hydrogen pressures. Pres-
sure decreased 19 _-14_ in
steps of 1 _, top to bottom.
Applied voltage, 500 volts
peak-to -peak.

v

a.

t

IIIIi

I

o I , , , , I , , , , I
15 20 25

LENGTH OF DISCHARGE ( crn )

Fig. IX-9. Pressure required for obser-
vation of a sharp resonance vs
length of discharge. Applied
voltage, 500 volts peak-to-
peak.

1. This mode is observed only when the applied RF voltage is above a certain

threshold. Resonance curves are sharpest (Q = 30) just above this threshold. This is

illustrated in Figs. IX-6 and IX-7.

2. This mode is observed only for a rather narrow pressure range. This pressure

range is determined by the position of the (electrically insulating} end wall which limits

the length of the discharge. This is illustrated in Figs. IX-8 and IX-9.

A possible explanation of these two effects is the varying percentages of atomic

versus molecular ions and neutral particles. This matter requires further investigation.

J. J. Nolan, Jr.

References

I. J. J. Nolan, Jr., "Ion Cyclotron Resonance in a Radiofrequency Discharge," Quarterly
Progress Report No. 77, Research Laboratory of Electronics, M.I.T., April 15,
1965, pp. 109-11Z.

2. J. J. Nolan, Jr., "'Direct Coupling' to a Plasma in the Vicinity of Ion Cyclotron

Resonance," Ph.D. Thesis, Department of Electrical Engineering, Massachusetts
Institute of Technology, September 1965.

QPR No. 79 84



X. GASEOUS ELECTRONICS*

Prof. S. C. Brown
Prof. W. P. Allis
Prof. G. Bekefi
Prof. D. R. Whitehouse

Dr. J. C. Ingraham

J. C. de Almeida Azevedo
A. J. Cohen
F. X. Crist

E. W. Fitzgerald, Jr.
G. A. Garosi

J. J. McCarthy
W. J. Mulligan
R. C. Owen
J. A. Waletzko

B. L. Wright

A. OSCILLATIONS OF AN INHOMOGENEOUS PLASMA

This report indicates the usefulness of operator methods for dealing with problems

involving Vlasov's equation in its more general linearized form, that is, when applied

to inhomogeneous bounded anisotropic plasmas. Although these operator methods have

been successfully applied by Laplace (in working with diffusion theory), their use seems

almost to have been restricted only to quantum theory where they are used in full detail.

The first application of operational techniques to plasma physics is probably the work
1

of Buchsbaum and Hasegawa (B. H.). In the present report we shall derive some gen-

eralizations of their work and indicate how to generalize their theory to one that is cor-

rect to all orders of temperature. First, we shall indicate how to derive the fundamental

equation; second, we shall use this equation to explain the structure of the Tonks-Dattner

resonances and those recently observed in microwave emission by Mitani, Kubo, and

Tanaka 2 and in microwave absorption by Buchsbaum and Hasegawa 1", and third, we shall

explain the rules for obtaining partial differential equations that are correct to all orders

of temperature. Important extensions such as damping and coupling to outside waves

are in progress.

1. Derivation of the Fundamental Equation

0f.-_ 0f e (_ _ _)OfWe start with the Vlasov equation _-_.v .... + X .--= 0 which we linearize

according to the usual Landau prescription f(_,_,t) = g(_) fo(_) + fl(_,_,t), in which we

have assumed that the unperturbed distribution function separates into a spatial part g(_),

and a Maxwell-Boltzmann distribution function fo(V). The particle density of the inhomo-

geneous plasma is given by Nix) = Nog(X). The fields are given by

E(_,t) = 0 + El(_,t); Bl_,t) = go + B1 (_'t)" 11)

Setting the zero-order electric field equal to zero has been discussed but physically

meaningful results appear to be obtained; probably the best justification is that we arrive

at correct results by so doing. We choose the z axis along the constant external mag-

netic field B% and cylindrical coordinates in velocity space _ = (Vl cos _, v.k sin _, vii ). If

we consider one component in the Fourier time spectrum we find that, using the above

simplifications, we can write the Vlasov equation in the linearized form

This work was supported principally by the Joint Services Electronics Program
(Contract DA36- 039-AMC- 03200(E).
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(i °+ ia- _ cos _xx- _ sin_ fl

where

v± (1/Z_)3/Z _p/_

a=---, rS- _b A=
4_eLDV4

I% ..%

= Av±fg(x) (cos _ Ex + sin ¢ Ey), (Z)

f = exp

2 Z
v± + vii

ZvT

Here, _t is the cyclotron frequency; L_, _ , and Vm are the Debye length, plasma fre-
u u p ^ r .

quency, and thermal velocity; L_ = V_; coL = 4_rN e_/mo etc. Equation 2 is formally
u p i p o A

identical to an equation found in Allis, Buchsbaum and Bers =' j and can also be consid-

ered a kind of "inhomogeneous SchrSdinger equation" with the Hamiltonian

8 8
H = ia - _ cos _ _-_-- _ sin _ _-_. (3)

Then we can formally integrate Eq. Z and (after imposing the condition that the perturbed

distribution function be axially symmetric in velocity space) obtain the expression

+_

fl(_,_,_)= Avlf exp _sin_-_-_cos_ 1 Jn

n,m
--00

G(_) ei(m+n+l)¢ F(_) ei(m+n+l)_

L_+_¥_¥T + m_-i¥_J (4)

where Jk stands for Bessel functions of first kind and order k and

l ±iEy( l). (slF(_) = g(_) E+(_); G(_) = g(_) E_(_); E+(_) =_-

8 8

Since _-_ and _ are commuting operators, we see that Glauber's lemma allows us
to write

a
exp(_sin¢_x-_C°S@_y) Jn(i_x)Jm(q--_)

j _ a 8
: Jn(i_8) m(-i'_y_ exp(_sin*8-%)exp(-_cos,_-_). (6>

Ifwe recall the property of the displacement operator exp(%. _) M(_) = M(_+ %),

we can write the exact integral of the linearized Vlasov equation in the form

fl

_-00

^Z= Av±f

n,m
--00

.m-1
1 j _ 8h _ ei(m+n+l)_

ei(m+n+ i )_

+ mTn_a Z l F(x+_sin_,y-_cos_)f.

Heretofore no approximations have been made: Eq.

(7)

7 is the exact integral of the
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linearized Vlasov equation. Since we have an infinite series, we have to limit the num-

ber of terms to be kept in the expansion and we choose to keep those terms that are lin-

ear in temperature. This greatly simplifies the algebra and also, from the structure

of the differential equations so obtained, permits their extension when all powers of tem-

perature are taken into account. Keeping terms linear in temperature means that only

terms in D0, _1, _2, and _3 need be kept in the expansion. When we do this the equations

obtained have denominators of the form _ + n_ o, with only n = 0, 1, 2. The expansion

is valid when the Larmor radius is small compared with the wavelength, or the scale

length of the density gradient, and it is clear that dropping terms above _3 makes the

solution invalid in the neighborhood of cyclotron harmonics above the second. The solu-

tion is found to be correct for _o = 0. The exact criterion of validity in terms of the fre-

quency is not yet understood, but in terms of temperature the equations are valid up to

linear terms only.

To calculate the charge density -e f d3Vfl , we have to perform integrals of the per-

turbed distribution function in velocity space.

The _ integrals are easily performed because of well-known orthogonality relations.

The vii integral is also easily done and amount to multiplication by _ V T and changing
2 2

into exp(-v±/2VT). The v± integrals amount to evaluating integrals of the sort 5

_'0 {dx} x s-1 e a'x2-_x = {2a'} -3/2 r{s) exp D_s['¥{2a')-l/2a'],

where r is the gamma function, and D_s is a parabolic cylinder function of order -s.

If we perform all of the tediously lengthy aIgebra of the expansions, we arrive at an

expression for Poisson's equation div E = 4_p in the form

div E= (e l+k_7 2) div g_+ i({2+k22V2){rot g_)-$3' (8)

where _'3 is a unit vector along Bo' div, _72, and rot are the usual divergence, Laplacian,

and curl operators and also

2
_0

_b PE2=_£1 = ¢0 2 2

2 _b Z Cab 3V COp2 2

k2=2 =2--¢0 kl

(9)

This equation has already been obtained by Buehsbaum 6 and Hasegawa; in their paper

they were restricted to one dimension in which the curl term was absent. For the case
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¢_b-- 0, Eq. 8becomes

div _= (Eo-k2o_72)div g_,

4 2

k2 = 3L , E =
O O "

(10)

Equation 8 will be called the fundamental second-order equation. It is simply a

kinetic interpretation of Poisson's equation. The calculation of the conductivity current

and use of the full set of Maxwell's equation will be carried out. We shall now be con-

cerned with some consequences and generalizations of Eq. 8.

2. Consequences of the Fundamental Second-Order Equation

We now show that Eq. 8 duplicates the results of other existing theories whenever

these are based on Vlasov's equation, but find some disagreement when they are based

on the method of moments, with their chain broken with some ad hoc assumption.

We compare therefore our fundamental equation with results from the theory of the

cold, homogeneous, and unbounded plasma as derived by Allis, Buchsbaum, and Bets4;

with Bohm-Gross 7 dispersion relation which applies to the hot homogeneous and
8

unbounded plasma {which is also correct to order T); and with some of Bernstein's

result. The last comparison involves the eigenfrequency spectrum that is still to be

derived.

To compare with Allis, Buchsbaum, and Bers we first set T = 0 and also g = 1.

Equation 8 becomes

div E = El div gE + i£2(rot gE) • _3 (11)

which can be written

8-_ [(1-£1g)Ex-i£zgEy] + -_- [( 1-_lg)Ey+iEzgEx] = 0.

This can be writtendivD= 0, where D i= EijE j, Exx

-iEzg. These according to Eq. 9 can be written

= 1 - £ and £
= _yy I g' xy

(12)

= -Ey x =

£xx yy 2 2 ' xy yx \w s 2 2 '

which, apart from notation, are the same as Allis' Eqs. 2.20 when we set g(x) = 1; and
2

as might be expected g(_) multiplies _ when the plasma is inhomogeneous. We also
P 10

confirm Allis, Buchsbaum, and Bers' statement concerning the validity of cold-plasma

theory to the first cyclotron frequency interval only: to obtain the second harmonic we

have to give up the cold-plasma assumption.

2 2 + 3k2V 2. This formula is
Bohm and Gross' well-known dispersion relation is w = Wp T
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a consequenceof magnetohydrodynamictheory. If weevaluatethe singular integral k2=

dv , G(v)=-(2_r} -1/2 /Z -v /2v T in the sense of a principal
_P -Qo v- _/k v exp

value integral (If G(x) does not vanish at x = x and x is in the range of integration then

,xxo, °,xxo,P dxG(x) = lim + dxG(x) , where E > 0,7 k 2 =

E--0 x0+_/

2p _co

Z Z
is_ =_

P
tric field in Eq.

dv G(v) (v-_/k)-1- , then it can be seen that the correct Bohm-Gross formula

+ 3kZVT(_u/_)2. This result is easily obtained by Fourier-analyzing the elec-

10 which then becomes simply

1 = £ + kZk z (14)
O O

which agrees with the correct Bohm and Gross formula.

We consider next the solutions of Eq. 8 when applied to the slab geometry -L _<x--< L

= 0 and w ¢ 0 and for theand for the infinite cylinder geometry under the situations _c c

homogeneous plasma (g(_)=l) and the inhomogeneous plasma, where g-l(x-_} = 1 + y_Z/_Z.-

This profile is in reasonable agreement with experiment and leads to analytical solutions

in closed form. The partial differential equations for the homogeneous plasma are quite

simple and only the results will be stated. (The eigenfrequencies are obtained by setting

the electric field (current) equal to zero at the boundary wall.}

For g(x) = 1 and _ = 0no eigenfrequency exists when_< _ .

c kZ Zo For >Pare sines and cosines of argument kx, = (1-Eo)/k . _ P

The eigenfunctions

these are given by

2 _P L 2
-_- l + + 12 (2n+l)2 2= , n = 0,+I,+2 ... (15)

or by the same expression with (Zn+l) 7r/Z replaced by n=. For small LD/L Eq. 15

2 VT 2
2 2 + 3(Zn+l)Z which apart from the factor of 3 on the right-hand

reduces to_ = Up 4 L z

side is a formula previously obtained by Weissglas. The case _ ¢ 0 does not present

further complications. Then it is seen that the resonances exist only when Z> Z + Z.
4 p c

These are extraordinary waves. The eigenfunctions are sines and cosines of argument

kx, k 2 LZ
= _ (El-1). Their resonances are given by

k 1

L z

2 1 Z + 5_ + /u_2 3 2\2 w4(2n+l) z Z=T p k p- ¢_b] + lZ ,

where n = 0, +1, etc. and we could also have n_r instead of (Zn+l) _/Z; apart from

(16)
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notation, Eq. 16 agrees with an equation previously derived by Bernstein.8 It is impor-

tant to notice that for _b = 0 the resonances exist only for _ > Up, whereas for % ¢ 0

these waves exist only for Z > Z + _ which corresponds to the experimentally observed
P

fact that the Tonks-Dattner (_=0) waves are trapped between the wall and the high-

density regions, whereas the Buchsbaum-Hasegawa waves exist in the other region, that

is, they are trapped in the high-density regions.

The inhomogeneous case g-l(x) = 1 + _xZ/L z has been treated by Buchsbaum and
1

< _ < 2¢_ . The eigenfunctions are parabolic cylinder func-Hasegawa, but only for _c c

tions:

m 1

dZ 2
= 0,

where G(Z) = g(Z) E(Z}, and

1 -L(el-1) 1n = g xl_- 1 ,
z. (i7)

Therefore

G = A[Dn{Z}+Dn{-Z}], (18)

Here, D n is a parabolic cylinder function of order n. The condition that the total elec-

trostatic energy in the plasma be finite restricts the solution to a parabolic cylinder

function of integral order, in which case a dispersion relation of the form of Eq. 16 can

be derived and is given by

2 1 2 + 5_+ /// 2 3 2\2 4 D (2n+i)2 (19)
=-2 p %/ _ p- _b} + 36_p .

The two formulas would give the same results if N were equal to _2/12 = 0.82; however,

y is by far smaller, approximately 0.02 for a cylinder of 2.5-cm radius, T = 4.9 ev,

and this alters the spacing of the resonances significantly, thereby making the agreement

with experiment much better.

The proper treatment of the cylinder problems with the curl term included is very

complicated and we shall limit ourselves to cases in which g{_) depends only on r and

the electric field is purely radial. In this case the curl term drops out and we can write

d2Gdr2 + lr_dG + lelk_-

where G(r) = g(r) Er(r).

1 1 ¥r2

z 0,
r _iro/

2 -I/2z and G = Z-i/Zv, Eq.
By setting r = klro_/

18 reduces
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to a Whittaker equation; proper behavior at the origin gives the solution in terms of a

transformed Whittaker function:

Q r2\ "/1/z t_l/ZrZh / 1/ZrZ__E(r)= e I + _-_-)k--_oAr exp :k-_o ] iF , ,-k, 2; k:r--o]/'
Ol

(Z1)

r ° E 1 - 1
= Equation 19 was care-

where 1F1 is a confluent hypergeometric function, k kl 44_-

fully compared with experimental measurements by Gruber and Bekefi.9 They actually

measured the electric fields inside the plasma and the agreement between theory and

2.0

1.5

Z

o
1.0

O

Z

a

0.5

Fig. X-I.

x

NONUNIFORM PLASMA THEORY

UNIFORM PLASMA THEOR

0.50

I I
0.55 0.60

-b/_

Solid line shows the locus of the first zero of the electric field {after Gruber

and Bekefi 9) oscillations as function of ¢_b/W, Open circles represent the

first zero of the hypergeometric function; crosses are computed under the
assumption of a uniform plasma ¥ = 0, g(x) = I. Agreement with experiment
is very good even for the uniform plasma, "It can be seen that the uniform
plasma predictions deviate from the experimental results when the zero
falls near the wall.
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experiment is good. Their results will be publishedelsewhere9 (see Fig. X-1 for the

result of one of their measurements}. In some limiting cases asymptotic expansions of

1

0

-I

-2

-3

-4

-5

-6

-7

-8

-9

-I0

S/2

I/2 c_ c; o o o o o o o c_ o o o

_ _ i I I I I i I i I i/i

R° = I cm

-5/2 N = 1010 _/cm 3 0 /

L D _ 1.2 X 10-2 cm

-7/2 T = 2.5 eV
/

-9/2 )"= 2.5

-i i/2

-13/2

-15/2

-17/2

-19/2

L I i I I I I
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

2 2
=w /Wp

/
o

I

I I
0.9

Fig. X-2. Frequency spectrum of the Tonks-Dattner resonance.

transformed Whitaker functions can be used; if we peI'form this expansion and match the

conditions at the wall, we obtain an expression similar to Eq. 16, except that (Zn+l} 7r/Z

is replaced by I/I2 + (n+l)v.

The Tonks-Dattner case is also solved along similar lines. In this case we set G =

-_ ( -k2o_72 ) div g_, set rZ= x-I/ZR and obtaingE indivE = Ec xandG =

--_ _ (1-E)/4k2)dZR + o_ 0 (Z2)
dx z 4r_ kZo R=0

which is the equation for the Rutherford scattering of S-waves whose solutions are known.

R = A _ (ix)F
0 0

r(__o/ 1-Eo._ l_ _-r2._ (. r/__o)1-Eo i_-rZ 1
(Z3)
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which also has an asymptotic expansion

lim R
Z4Vr

Zroko _

l1 r ° 1 - £o_where _2ko=arg F + i_o O _).

r ° 1 - C° rZ4_ -

ln--- flk o]ko 4_ roko '

We evaluate f_ko and set R(r o) = 0 to obtain

r° in m -- = n +_-, n = 0,+i,+2,

+ WUD 44_ h_D \3 ] _p_ "'"

(24)

2 2
This equation can be solved numerically by plotting the left-hand side versus w /0_p.

The abscissa of the intersection of this curve with the straight lines n + 1/2 are the reso-

nances looked for. Part of this plot for 0. I < (_/_p)2 < 0.9 is found in Fig. X-2.

3. Partial Differential Equations Correct to All Orders of Temperature

Our theory has been hampered by two restrictions, one which we tacitly imposed

when we restricted to two dimensions having propagation across B : k Z = 0. The othero
consisted in keeping only terms of order less than T z. It is important to get rid of these

restrictions, principally the first one. Both of them, however, will be lifted simulta-

neously. To achieve this we rewrite Eq. 8 in the form

Ifin this equation we set g(_) = 1 and assume that the plasma is infinite, we can set

to Fourier analysis _72 = -kZ =-(kZ+kv 2_. So that Eq. 25 really reduces toaccording

the proper components of the dielectric tensor of the homogeneous unbounded medium

like

3L
P

Exx= 1 2 2 + _ _.. _ ," (26)

\ D/kD /

These are correct to order T. Equation 26 and other similar equations for Ey x, £xy'
etc., are an important check on the validity of the theory developed thus far; but this

means much more. For, if we keep in mind the operator procedures used above, we

QPR No. 79 93



(X. GASEOUS ELECTRONICS)

see that the physical interpretation of the terms g-1 _ £1 - kl_7 ' _:i £2+k2_7 is that they

are the components of the dielectric tensor operators of the bounded plasma, that is,

w 3L
A 1 P
E - 2 2 , etc. (27)

xx
Therefore we propose the following rules:

The solution of the linearized Vlasov equation and substitution of the distribution

function in Poisson's equation gives rise to a partial differential equation which when

correct to order T n is of order 2n + 1. This equation can be written down as well as

the conductivity current by use of the following four rules.

RULE ONE: Take the dielectric tensor derived for the infinite homogeneous medium

and change the unit term into 1/g(_); at the same time change the wave vector _ into

-i_7; to obtain the dielectric tensor operator

ei _°b "" C°b P
,-_-,--&-,L --_lJ ' ¢o' w'

RULE TWO: Construct the vector Tj(_) = g(_) Ej(_), where Ej(_) is the j component

of the electric field at point _ and g(_) = N(_)/N o.

RULE THREE: Contract both tensors obtained in one and two to obtain the displace-

ment vector Di(_) = Eijg(_) Ej(_). The equation D i,i = 0 or div D = 0 corresponds to

Poisson's equation.

In order to obtain the electromagnetic fields inside the plasma, we still have to cal-

culate _(x), the conductivity current. We can infer from the structure of the kinetic

equations, as well as Maxwell's, that all that we have to do is to take the dielectric ten-

sor operator and construct from it the conductivity tensor operator _ij as given by

RULE FOUR: _ij =4-_-wi_(siJ _ij) from which the conductivity current is given by

ffl(_) = _lmg(_) Em(X-_.
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B. RADIOFREQUENCY DIPOLE RESONANCE PROBE

In Quarterly Progress Report No. 74 {pages 91-98) Bekefi and Smith presented a the-

ory for the dipole resonance probe. They derived an expression for the complex suscep-

tance, B (= j Xcomplex admittance), for a probe-plasma system in which the sheath region

around the conducting dipole sphere was taken to be a vacuum and the surrounding plasma

extended to infinity. By using a computer, their solution for the susceptance has been

evaluated for several values of the parameters f and v c, f is the ratio of the radius of

the sheath cavity to the probe radius, and v is the collision frequency normalized toc

plasma frequency. Figure X-3 shows the first two multipole contributions to the probe

admittance for f = 1. Z and v = 0. 1. The 0ctopole contribution (_=3) is ~0. Z of the dipole
c

contribution (_=1). Also, the octopole resonance occurs at a higher frequency than the

dipole resonance and the octopole antiresonance occurs at a lower frequency than the

dipole antiresonance. The half-width of the conductance peak is approximately equal

to v for the dipole mode. Contributions from the monopole mode and the octopole mode
c

will tend to broaden the observed half-width because their resonant frequencies differ

from that of the dipole. It is found that, by increasing the value of f, the magnitude of

the admittance decreases and the susceptance curve moves upward and remains positive

except at the resonant frequency where it dips down to touch the zero axis. This happens

because of the assumption of a vacuum sheath around the probe. As the sheath size

increases (f increases), the probe response will approach the free-space value of a

capacitor.

Measurements are being made with the apparatus shown in Fig. X-4 to determine

the actual behavior of the complex admittance of spherical dipole probes. By allowing

gas to flow into the side arms while the pumping mechanism is left open to the sphere,

the gas pressure in the sphere can be maintained a factor of 30-40 below the pressure

in the side arms. The gas is broken down in the side arms at a pressure of ~30 microns
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and the resulting plasma is made to enter the low-pressure region of the sphere by

making the pump the anode. Plasma densities of 10+8/cc with electron temperatures of

~4 ev at a background gas pressure of a fraction of a micron are typical using argon.

The probes used (Fig. X-5) consist of two brass hemispheres separated by a plexi-

glas wafer and vacuum-sealed with an epoxy resin. The edge of each hemisphere has

been rounded to reduce the effect of fringing fields. The probes are coated with a thin

coating of Insl-X to prevent DC current from flowing.

Two representative plots of the conductance and susceptance for a 1. 75-inch diameter

probe are shown in Fig. X-6. For Fig. X-6a the plasma density and electron tempera-

ture as measured by a guard-ring Langmuir probe are

0 +8 = 3.41 ev.
n = I. 38 X 1 /cc and T e

The admittance plot shows a resonance at 57.5 Mc and an antiresonance at 96 Mc.

Assuming that the dipole mode is the dominant mode in this case, we can solve the equa-

tions given by Bekefi and Smith I for the resonant and antiresonant frequencies and arrive

at values for _ and f. The result is _ = Zlr X 104 Me and f = I. Z2; 0_ as measured by
P P P

the Langmuir probe is 2_ X 105 Mc. Using the measured value of 3.41 ev for the elec-

tron temperature, one finds that the sheath thickness in this case is 4.2 k D.

For Fig. X-6b the plasma density and electron temperature are 3. 28 X I0+8/cc and

4. Zl ev, respectively. Figure X-6b has a double peak which indicates that in this case

a monopole mode in addition to the dipole mode was probably excited. Using the

Langmuir probe value for the density and assuming that the resonance at 82.5 Mc is due

to the dipole mode, one gets f = I. 18. The sheath thickness in this case is 4. 78 k D.

More data are being taken to determine the relationship between sheath thickness,

probe size, and Debye length. The resonance probe can then be used to determine the

electron density and temperature and the collision frequency in low-density plasmas.

J. A. Waletzko
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A. ACTIVE SOLID-STATE PLASMAS

I. STIMULATED EMISSION OF PHONONS BY ELECTRONS DRIFTING ALONG

THE MAGNETIC FIELD

In this report we present the results of a quantum-mechanical analysis of the inter-

action between acoustic phonons and electrons drifting along an external magnetic field,

and show the possible relation to recent experiments, l' 2 The coupling between the elec-

trons and phonons is taken through the deformation potential. We find that stimulated

emission of phonons, with electrons making transitions between Landau levels, has a

threshold magnetic field.

We neglect electron-electron interactions, which is valid for high-frequency phonons

in semiconductors (q_s >>l, where q is the phonon wave number, and fs is the screening

length for the electrons). The interaction Hamiltonian for the deformation potential in

terms of electron and phonon operators is H' = f _+CA(x) • d3x, where • is the field
3 4

operator for electrons in the Landau gauge, A is the dilation, and C is the deforma-

tion potential coefficient. Assuming that the gyration radius of the electron is small

compared with the phonon wavelength {dipole approximation), we expand H' up to first

order in _ • _ and obtain

× [nl/2_n lc+- k-'+q_n-l-(n+l)l/2_n+lC+k-'+q-_n+l] Ck.,n (a - a:__)_ (1)

*The work reported in Sections XI-A, -B, -C, and -D was supported principally by
the National Science Foundation {Grant GK-524).
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where p is themass density; V, the volume; _q, the angular frequency of the phonon
_=_

with wave number q; a and a +, the phonon operators; c__ = C(ky, k z, n) and c I , the
_ k,n k,n

electron Fermi operators; m, the effective mass which has been set equal to the electron

cyclotron mass; and _c = eBo/m' the electron cyclotron frequency. In (I) _n is given

by

_n(qy) = f _n(X) _(x-l_qy/m_c) dx (2)

and represents an overlap integral of two harmonic oscillator states in the interaction.

These two states have different equilibrium positions, separated by 5 = Iiqy/m_ c caused

by the recoil of emitted or absorbed phonons. The overlap integral (2) becomes very

small if the separation is larger than the first zero of the harmonic oscillator function s

given by Fn(IVmC_c)l/2, where F n is approximately unity. Hence, in order to get appre-

ciable interaction we require

B >m
o FZe"

n

Diagrams for the zeroth-order terms of H' are shown in Fig. XI-lb. Here

(3)

the

ks-mes/h (s=sound velocity)

/ n3,

0 k s "kz

(o)

q_kqz'n-I _ z+qz'n+l

z 'n q? _ z'n

I 2

q_k +qz'n q_, kz-qz'n

z,n Tk='n

(b)

-qz,n-iVz- qz' n+l

n l_,n

3 4

(c)

Fig. XI-1. (a) Landau-level diagram and examples of the two types of transitions.
(b) Diagrams for phonon emission and absorption resulting from the intra-

Landau level.

(c) Diagrams for phonon emission and absorption resulting from the inter-
Landau level transitions. Circles and dots indicate changes in the electron

radius of gyration.
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electron makestransitions within a Landaulevel without changingits radius of gyration.
This is shownby arrows "C" in Fig. XI-la and is essentially the sameas the (stimulated)
Cherenkovprocess. In this process the magneticfield doesnot play an important role,
except for the effect of the overlap integral _n' andin the classical limit _i-- 0 the inter-
action is independentof the magnetic field. The first-order terms in H' are shownin
Fig. XI-lc, where circles anddots represent the changein radius of gyration. Diagram 3
in this figure showsemission of a phononbyelectron transitions from a higher to a lower
Landaulevel, which decreasesits radius of gyration ("O" in Fig. XI-la). Diagram 4
showsemission of a phononby electron transitions from a lower to a higher Landaulevel,
which increases its radius of gyration (O' in Fig. XI-la). Theseprocesses are essen-
tially the interaction betweenwaves andmovingoscillators. 6' 7 In the classical limit
they correspond to the Doppler-shifted cyclotron resonanceinteraction.8

The time rate of generation of stimulatedphonons -._(n:1 dnq/dt- _/)__is obtained from

time-dependent perturbation theory. The results may be summarized as follows.

For intra-Landau level (Cherenkov) processes

cZmZo_cq _ [(fn(K+)-f(K-)]- _ _=/Z

YC = Z_rp]_3 q[COS@[ n "_0

where

K+ = (m/5)(s/cos @ -v) + (1/2) q cos @,

@ is the angle between the magnetic field B
o

velocity, and v is the electron drift velocity.

For inter-Landau level (oscillator-wave) processes

[_n{q sin 0 sin ¢}] 2 de, {4)

(5)

and the phonon wave vector, s is the sound

=- _cq _ 2_-C_C_/OW \2upgi3_q{ cos 0 l

× _ (n+l){fn(K_-)-fn+l(K'-)+fn+l(K_)-fn(K[)}

n

_0 COS _ _n(qSinOsin_5) _n+l (qsin O sin #) d#,

where

' = K+ + m_Oc/li q cos @K+

K_ = K+ - m_c/l_ q cos @

(6)

(7)

(8)
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In (4) and (6) f is the Fermi distribution function,

fn(K) : {1 + exp[liZKZ/2m+(n+l/Z)IiCOc-¢F]/kT}-l. (9)

Net stimulated emission of phonons (_ >0) is obtained when the electrons have sufficient

drift, and _ exceeds the decay rate of phonons because of other processes.

Our analysis was stimulated by recent experiments 1'2 that show microwave emission

from an n-type InSb bar in parallel electric and magnetic fields. For our experiments 2

at 9.3 kmc we used n-type InSb at 77°K with electron concentration of Z X 1014 cm -3,

mobility 106 cmZ/volt sec, and the results were q × (electron mean-free path) = 15,

q X (Debye length) = 15, and at 5 kgauss ¢Ocr= 60, 1_ c = kT e {Te=100°K), and q X (elec-

tron gyration radius) < 1 for n < 8.

107

Eo =80 VOLTS/CM

B o KILOGAUSS

Fig. XI-3.

Hence, by

Maximum (with respect to e)
time rate of generation of
phonons as a function of the
applied magnetic field, for
various values of the applied
electric field.

using C = 30 ev, 9 (4) and (6) can be used

to evaluate _ as a function of 8. The

results are shown in Fig. XI-2. We

note that for certain angles e the inter-

Landau level process can dominate.

The sharp decrease in _ for small

cos fl is due to the integrals of _n_n+l

and is approximately predicted by (3).

Figure XI-3 shows the maximum growth

rate for the inter-Landau level process

as a function of magnetic field B o. The

threshold magnetic field corresponds

closely to the magnetic field at which

we observe the onset of enhanced micro-

wave emission. The threshold electric

field, which is also observed experimentally, would be determined from the condition

that _/ exceed the phonon decay rate resulting from other processes. At present, there

are no data available on the lifetime of 10-kmc phonons in InSb at 77°K. The coupling

of the phonons to the microwave field in the waveguide must be assumed to occur at the

boundary of the InSb bar.

T. Musha, A. Bers
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Z. LONGITUDINAL INTERACTION OF ELECTRONS WITH PHONONS IN

A MAGNETIC FIELD

In order to gain a more complete picture of electron-phonon interactions we shall

attempt to formulate it in terms of a dispersion relation that contains the interactions

self-consistently. In the future we shall analyze the nature of the stability of these inter-

actions. First, we give our results of a classical self-consistent field analysis, and

then the quantum-mechanical analysis. Both analyses will be for longitudinal acoustic

and electron-plasma waves (q II E), at an arbitrary angle to the applied magnetic field,

and coupled through the deformation potential.

Classical Formulation

The equation of motion for the lattice displacement,

p_ = _7 .T + C_Tn- m n(_-V) v,

¢, is

(I)

where p is the mass density, T is the stress tensor, C is the deformation potential
,

coupling constant, n is the electron density, m is the electron effective mass, V is

the electron velocity, and v is the effective electron-lattice collision frequency. The

electron distribution function f is taken to satisfy the Boltzmann equation and is assumed

to relax to the local equilibrium function

/8f __ 8f e m____v+_XB° 8_ 8_/
at + w • - . 8_if= -u - fo - --n-nf - 8f° (2)

OF m e no o

where f is the unperturbed electron distribution function, n is the unperturbed elec-
O O

tron density, and B ° is the applied magnetic field.

We linearize Eqs. 1 and 2 and solve them together with Poisson's equation. Assuming

a dependence exp(-iwt + iq. r), we find that the resultant dispersion relation is
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Kp +K e- 1 = 0, (3)

where

2 Z Z
-q s +i_v--

m n
o

K =

Z Z 2 mn q4w - q s + i_v -----q°+ - iwv
P _pe Cq z ]

wZ _ JZn(P)In_Cwj_8w_L8f° - qll-_H/Sf°h
p_oo _0 _dw, dw±w

q -oo (w +iv-qllWll _n_c)K =1- n (5)

e _oo _0,_ _ jZn(p)1 + iv dWll dw/_ w± Zvf ° .
-oo (_ -n_c)n +1-, -q ilWll

Here, s is the sound velocity, _p is the electron plasma frequency, _c is the electron

cyclotron frequency, qll is the wave number component along B o, q/_ is the wave number

component across B o, and p = q/.w.L/_ c.

If the unperturbed electron distribution function is taken as a Maxwellian with ther-

mal velocity v T = leT�m, and shifted along the magnetic field with drift velocity v D,
1

Eq. 5 may be written in terms of the plasma dispersion function Z(_),

Z

Z Z + In(k) e _oZ(_
q VT n

K e = l + x-" ' (6)

1 + iv _ In(k) e-k Z(_n )
q |IVT_/_ n

+ iv - qllvD-n_c
['n = (7)

qllVT'4-Z "

where

(8)

Computations on instabilities contained in Eqs. 3-8 are in progress.

Quantum-Mechanical Formulation

To account for quantum-mechanical effects in the interaction we formulate the elec-

tron part of the dispersion relation, K e, in terms of the single-particle density matrix p,
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including a phenomenological damping term. Previous formulations either do not account
2

for collisions, or include collisions but with relaxation to an equilibrium that has no

density fluctuations. 3 For our interests in longitudinal oscillations we choose a collision

description with relaxation to local equilibrium, that is, with a perturbed density.

a-Y+:[H'p]=-T p- +no /
(9)

where I is a matrix, each element of which is unity, H is the Hamiltonian, Po is the

density matrix for the steady state, n I and n o are, respectively, fluctuating and aver-

aged electron densities, and [ , ] is the commutation bracket. The relaxation terms on

the right-hand side of (9} imply that p is relaxing with the time constant T to the local

equilibrium, which to first order is given by (l+nlI/no)P o. For longitudinal waves with

dependence exp(i_t- iq. r), we obtain

Z

m_p _" Po(Ev } - Po(Ev '} Z

2 v
q n o , E v - Ev,- _{----_i/T)_v',

K = 1- , (10}
e

I -ili 1 ,_v Po(Ev) Z_- nT v , E v - Ev, - li(_-i/m) _v', v

where E v is the electron energy of the state v specified by (ky, k z, n}, and _v', v is the

overlap integral as used in Sec. XI-A. 1.

Assuming that the unperturbed electron velocity distribution is Maxwellian with ther-

mal velocity vT and drift velocity v D, we obtain

K= 1 -

- h clmvZ _ 2QZ-mvT/ _ ZdZmvT/j gN+_, Nq , -Q__---_Tq_i Z _ e - Z e
(]I)

-l_c/mV _ / Z

•1i e Z(_ CN+_,N el_ 1T _ l- + liqll .h Z -NIi_c/mVT

N, _ _Z-hvTq II Z_- mvT/\

Here, _ is as defined in Eq. 7. In the classical limit 1i - 0, the quantum-mechanical

formulation (11} agrees exactly with the classical formulation (6). Computations on

electron-phonon interactions using Eqs. 3, 4, and 11 are also in progress.

A. Bers, T. Musha
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B. INSTABILITIES OF WAVES ACROSS THE MAGNETIC FIELD

1. INSTABILITIES IN TRANSVERSE WAVES ALONG B 0

In previous reports we have discussed instabilities in transelectromagnetic waves

that propagate along an applied magnetic field in a plasma with anisotropic velocity dis-

tribution of electrons.l' Z In this report we consider the extent of the damping of the

instabilities arising from finite electron temperature along the magnetic field. We also

show that the plasma dispersion equation contains a negative energy wave associated

with the zero-order transverse energy. The instabilities are interpreted in terms of the

coupling between this wave and the well-kn0wn passive right circularly polarized waves
3

in the plasma. Further details may be found in Robertson's thesis.

Damping of the Instabilities

For an electron velocity distribution of the form

1

f0lvk, vii) = _ 5(v-k-v0-k)5(Vll-voii)
(1)

a simultaneous solution of the relativistic Vlasov equation and Maxwell's equation yields

the dispersion relation z

C2k 2 co;(__kv011) 2 2 2 2- 2,copVoj_(k -co /c

--= I -

co2 co2 (co_kv0 ii_cob) 2 (co_kv011_cob)2

for right circularly polarized waves with dependence e3(cot-kz).

Briggs criterion for instability, we plot the real k locus in the complex co-plane.

(z)

Following the Bers-

The
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.k___O INSTABILITY
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Fig. XI-4. Real k locus for v011 = O.
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cob
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v i w r

-- - k=O\ k=+¢o
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Fig. XI-5. Real k locus for finite v01 I.
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locus for v01 i = 0 is given in Fig. Xl-4, and for finite v01 ] in Fig. Xl=5. Two unstable

branches are distinguished. A "magnetic instability," caused by first-order forces on

the electron exerted by the first-order magnetic field of the wave, is found for wave

numbers with magnitude greater than cob/C. A "relativistic instability," caused by the

relativistic change in the cyclotron frequency of the electrons as they interact with the

wave is found at wave numbers with magnitude less than cob/C.

For an electron distribution of the form

I- (vll-v0il)21 (3)
f0(vj_' vli)= 1 6(vj_-v01 ) exp 2 '

(2_)3/2VTllVj_ 2VT II J

where VTi I is the electron temperature along B 0, the dispersion relation is

2 2

2 - i - H(_ + 7 2 2 - (l+_H(f)),
co _r'2 kVTi] 2VT[ik

(4)

where

2

-xe dx; Im_ < 0
H(_)= l 0o

x-I;
(5)

and

co - co b= - kv011 (6)

_f2 kVTi i

The real k locus obtained from (4) is given in Fig. XI-6 for v011 = 0, and in Fig. XI-7

for finite v0] I. (The scale in Fig. Xl-6 is expanded to show the details.) As is evident

from the figures, the magnetic instabilities for large wave numbers are damped by the

longitudinal temperature. As the temperature is increased, the damping of the mag-

netic instabilities extends to lower and lower wave numbers. From Fig. XI-7 it is evi-

dent that there are 6 wave numbers at which the plasma experiences a transition from

stable to unstable. These wave numbers are defined as kl-k 6 in Fig. XI-8. The rela-

tivistic instability exists for wave numbers between k 3 and k 4. The negative wave num-

ber branch of the magnetic instability exists between wave numbers k I and k 2, and the

positive wave number branch between k 5 and k 6.

There is a physical reason why the magnetic instability is not found at wave numbers

less than cob/C. The magnetic instability requires that there be some electrons in reso-

nance with the wave. No electrons can have velocities along the magnetic field greater

than c. Thus the upper limit on the phase velocity of an unstable wave is c. Since the
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instability occurs near ¢o T COb, the lower limit on the wave number of the mag-

netic instability is near COb/C. Note that the relativistic instability that does not

arise from such a wave resonance condition can have waves with phase veloc-

ities greater than c.

w i
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finite temperature.
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Finite drift real k locus
with finite temperature.
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Fig. Xl- 8.

Characteristic s h a p e
of real k locus de-

fining transition wave.

The temperature at which the magnetic instability disappears is found by obtaining

the temperature at which k 1 = k 2 or k 6 = k5. The transition wave numbers k 2 and k 5

can be found from the zero temperature dispersion relation (Eq. Z). The plasma becomes

unstable near CO= COd+ kv011 = COd" Setting CO= cod and solving the quadratic in Eq. 2 for

CO- cod yields

co- cod = - z ir 12 lJ2¢°Pcob + _Zcob _pV0J -

LL, ,c,
(7)

The instabilities set in when the radical in Eq. 7 is zero. Setting the radical to zero

yields for the transition wave numbers

kzc

cob

VoII

C

__ _ + Q-_ CObvOj_ -

vZ,l
Z

C

1/2

(8)

and
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k5c
cob

f _ C

v0___!1 + + P

c _ ¢°bV01

2
VoII

2
C

The transition wave numbers k 1

dispersion relation is written as

112

and k 6 are found by a method that is due to Sudan. 4

(9)

The

Ivy( __)°_o _o q2 £0 vii 8VL ......
,,_, oo oo v._,, I

k 2 _ P dvI £ dVll ----

-7 Lv,- v,,-\;-T/]

(10)

At the transition wave numbers o_ and k are pure real. The Cauchy type of integral in

Eq. 10, split into its real and imaginary parts, yields the equation for the transition

wave numbers k 1 and k6:

Z

/22) 2Z)_ z 2TII 1kZc z 1 - + Zkv011_b ___lJ 1 _b ---

k Vo± \ v0±

z vO_L/
-- ¢o

P 2v_,ll

2
vO_L

= o. (11)

The solutions from (11) are set equal to the solutions from (8} and (9), thereby resulting

in the solution for the thermal velocity at which the magnetic instability disappears. The

0.020 S TAB L E_.,,,,, "_- :0

v°'L .15_UNS
O.OI6 T= 0

TABLE

0.OI2 / TSTABLE

p_ o,._ _
> 0.008 " / ],UNSTABLE

"_o± ^ __ l STABLE
0.004

UNSTABLE,I,

0_1 ' 0.()8 ' 0.1'6 ' 0.24

Wpl_ b

Fig. Xl-9. Temperature at which magnetic
instability disappears.

numerical solution for VTii/c is shown in Fig. XI-9 as a function of _0p/¢Ob for several

values of V0.L/C, for the case v011 = 0. From Fig. XI-9 it is evident that 2VTIi/V 0 << 1,

for which an approximate solution for the thermal velocity at which the magnetic insta-

bility is damped as
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VTll
F 3 7I/2

~[ _PV°J- ]

L
(IZ)

The relativistic instability was found undamped for the nonrelativistic temperatures

considered.

Mode-Coupling Picture of the Instabilities

Fig. XI- 10.

kc/_ b

I I I
-3 -2 -I

/

\
Dispersion diagram for a cold
plasma.

transverse energy contains a new wave branch.

imate relation

In Fig. XI-10 the k- vs- ¢0 dis-

persion diagram is plotted for a cold

plasma (Eq. Z with v01=0). In Fig. XI-11

the dispersion diagram is plotted for

finite v0j _. Conditions have been cho-

sen in Fig. XI-11 such that the rela-

tivistic instability does not exist. The

region of the magnetic instability where

¢o is complex for real k is shown as a

dashed line. From Fig. XI-11 it is

evident that the plasma with finite

This wave branch satisfies the approx-

¢o T _b + kv011 (13)

The small-signal, time-averaged energy in the plasma can be calculated 5' 6 from

(Wr> 1___0[HIZ 1 z a(_Kr)= +_e01EI a_ ' (14)

where K r is the right-hand element of the dielectric tensor in rotating coordinates.

From the dispersion relation the small-signal energy is calculated to be

-2+
1 2

q-eolEI _(w-kVol}-_ b)

2 2

WpV0i [_(¢Ob+kV01l)-czkz]

2
_oc (_-kvol l-_b )3

(15)

For the cold (v01=0) plasma of Fig. XI-10 all waves have positive energy and the plasma

supports only passive waves. For the plasma with transverse energy (v0±¢0) of

Fig. XI-I l the new wave branch represented by Eq. 13 has been found to carry negative

energy. The small-signal energy of this wave branch is plotted as a function of wave
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number in Fig. XI-IZ.

The large wave number instability (magnetic instability) can be seen (Fig. XI-1 I) to

kc/o-' b

5,

:y
I I I

-3 -2 -I I _

OJ/_ b

ATIVE

Fig. XI-11. Dispersion diagram for a plasma
with zero-order energy transverse

to B0; _) indicates a positive en-

ergy branch; O indicates a nega-

tive energy branch.

-2

<Wr> xlO 8

EoIEI2/4

i i --
uJ b

-6

-_-_ -_ -¢0

Fig. Xl- IZ. Small signal energy of active
wave branch.

arise from coupling of the negative energy branch with the right circularly polarized

branch below _. Since both branches have k -- oo for co -- _b' this instability exists for

any finite v0±. The relativistic instability, which occurs for small wave numbers,

arises because of coupling between the negative energy branch and the right circularly

polarized branch above cob. For the parameters of Fig. XI-1 1 there is no such coupling.

But, if either (Wp/¢_b)_ is decreased (which moves the passive branch to lower frequencies)

or (v0X/c) is increased (which moves the active branch to higher frequencies), the

coupling will set in. As can be seen from Fig. XI-11, the waves that then couple have

opposite group velocities, and we would expect absolute (nonconvective) instabilities

to arise. We have determined that the absolute instabilities, which we have previously

found from our exact computations, 1, Z are indeed predicted by the coupling described

here. Furthermore, the coupling picture clearly shows how the relativistic instability

may disappear with increasing (cop/%.).
E. A. Robertson, A. Bers
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2. INSTABILITIES IN QUASI-STATIC WAVES ACROSS B 0

We have continued I the study of instabilities of quasi-static waves (k parallel to _-)

propagating perpendicular to a static uniform magnetic field in an infinite plasma com-

posed of stationary ions and electrons with an unperturbed distribution function

f0 : l---_---5(pj_-Plo)Z_pj_o 5(pll ) (1)

Here, p± is the magnitude of the momentum across the magnetic field, and Pll is the

momentum along the field. The dispersion relation for quasi-static waves propagating

across the field has been shown 1' 2 to be

t
p _ _( m-1 m+l] m2_2j 2

b m = 0. (2)
KL(_, k L) = 1 k2 n=-oo 2_b(_-m_b) c2

This was obtained from a dielectric tensor description of the plasma that is consistent

with the complete set of Maxwell's equations and the relativistic Vlasov equation. 3 Here,

Up and _b are the (relativistic) electron plasma and cyclotron frequencies, respectively,

c is the velocity of light, and Jm is the nth-order Bessel function of the first kind and

argument (k.l_P_l.0/M_b).

The dispersion relation has been solved numerically for the roots _ = w(k.[). In our

work an instability is said to exist when _ has a negative imaginary part for a real k.l _.

The criteria for classifying the type of instability (convective or absolute) has not been

applied. Two distinct types of instabilities have been found.

The first type of instability had been predicted previously by a nonrelativistic anal-

ysis performed by Harris, Dory, and Guest, 4 although they did not determine the form

of the dispersion characteristics. Their dispersion relation is obtained from (2) by
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letting c -- ooand interpreting COp and _b as the nonrelativistic quantities. The "zero-
l

frequency" instability that we reported also is an example of this kind of instability.

The study has now been extended to higher frequencies. Figure XI-13 is the dispersion

diagram obtained from the nonrelativistic equation for a plasma whose density is such

that COp/_b = I.5. Note that there is a single passband at the cyclotron frequency and

at each of its harmonics. The dispersion characteristics display an oscillatory behav-

ior about the harmonic frequency. All passbands but the fundamental begin at ¢0= m_ b.

= /CO2+ 2_1/2
The fundamental begins at the hybrid frequency, CO \ b p] . Figure XI-14 shows

a higher density plasma with _ = 2. 1 _b" This plasma is similar to the one just dis-P
cussed in that the waves are still purely propagating. But the branch of the dispersion

characteristics which may be associated with the cyclotron fundamental at large values

of k I now starts at CO= 2_ b. It is the first harmonic that begins at the hybrid frequency.

Note also that the amplitude of the oscillation of the root locus about each harmonic has

increased. Figure XI-15 illustrates the dispersion characteristics of a still higher den-

sity plasma. With _ = 2.75 _b' bands of unstable wavelengths are observed. By com-P
paring Figs. XI-14 and XI-I 5 it can be seen that the amplitude of the oscillations of the

root locus has become great enough for neighboring modes to overlap. This appears to

happen for all modes studied at a density such that _ = Z. 5 COb" Figure XI-16, whichP

has been drawn for a still higher density plasma, CO = 4.25 _b' shows that increasingP
the density als0 increases the widths of the unstable bands. Also, we observe the onset

of the "zero-frequency" instability. Figure XI-17 illustrates the growth rates (_c/_b)

for the two unstable cases discussed above. The magnitude of the growth rate is seen

to increase with increasing density. These two cases indicate, however, that it is not

always the fundamental that has the maximum growth. Although more data should be

taken to confirm this view, we feel that for a fixed plasma density the growth maximizes

at a particular harmonic.

The small-signal time-averaged energy density for quasi-static waves in a disper-

sive medium 5 is given by

<CO> = 4-_0 aW--JKL=0" (3)

In Figs. XI-18 and XI-19 we plot the energy density of the fundamental and first harmonic

when COp= 2. 1 _. Note that at the points where the two modes are closest in Fig. XI-14,

one wave (the harmonic) carries negative small-signal energy, while the other carries

positive. This behavior is observed in all of the modes. When the frequency is above

the harmonic the small-signal energy is positive, and it is negative when below. Thus,

the high-density instabilities may be interpreted in terms of an internal coupling of an

active wave (negative small-signal energy) with a passive one. The "zero-frequency"
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Nonrelativistic dispersion diagram for
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Nonrelativistic dispersion diagram for
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Nonrelativistic dispersion diagram for
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Fig. XI- 16.

Nonrelativistic dispersion diagram for

(_p0/=b0)_ = 4. 25.
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instability is interpreted as a coupling of the mode starting at ¢0= Z_ b (see Figs. XI-15

and XI-16) with the one that would start at _ = -2¢o b. (The dispersion relation is sym-

metrical in _.) A numerical calculation has shown, however, that both waves carry neg-

ative small- signal energy.

The second type of instability observed in this plasma appears only in a relativistic

analysis. The relativistic dispersion relation predicts two roots near each harmonic,

while the nonrelativistic equation predicts only one. Figure XI-Z0 shows the root locus

of the fundamental and first harmonic of a plasma in which Up = 0.5 ¢_b" The nonrela-

tivistic analysis predicted no unstable waves at this low density; however, here we see

bands of unstable wavelengths. Expanding Eq. Z near the m th harmonic and keeping

terms only to second order in (P_t0/Mc), we find that the plasma is unstable at the
th

m harmonic if

_p/_b I
< , (4)

P.L0/Mc IJm I

where the prime indicates the derivative with respect to the argument of the Bessel func-

tion. Since J'm vanishes at discrete values of its argument (kiP.h0/MC0b), the plasma is

always unstable in bands of wavelengths about these points. The widths of these bands

are always nonzero for finite (_p/_b). It is possible that this relativistic instability is

more important than the high-density instabilities discussed earlier because they appear

at such low densities. Note, however, that the new roots of the relativistic equation lie

extremely close to the cyclotron harmonic frequencies. The validity of the quasi-static

approximation used in obtaining Eq. 2 from the dielectric tensor may be in question for

these roots. Further study requires that this approximation be checked. We are at pres-

ent doing this.
C. E. Speck, A. Bers
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C. QUASI-LINEAR INTERACTION OF A FILAMENTARY ELECTRON BEAM

WITH A PLASMA-FILLED WAVEGUIDE

1. Introduction

In the last few years, a number of authors have examined the nonlinear aspects of

the beam-plasma interaction using the methods of quasi-linear theory. 1"3 Several have

considered the development of instabilities in an infinite plasma resulting from a "single-

shot" injection of a beam. That is, the initial distribution function is taken as that of a

plasma and a monoenergetic beam, and this distribution function is allowed to relax

in time because of the development of the instability. This situation is shown in

Fig. XI-21a. Because of spatial symmetry, these nonlinear solutions are independent

of all spatial coordinates. While these studies provide some insight into the behavior of

beam-plasma systems, they have little relevance to those beam-plasma experiments in

which the beam is continuously injected into the plasma region.

INFINITE " TRANSITION" LAYER OF

S A ,RO
\ \ \ \ _\ \ \ _ \ MONOENERGETIC BEAM

\\\Z
(a) (b)

INITIAL CONDITION : AT z = 0,
MONOENERGETIC BEAM
CONTINOUSLY ENTERING THE
PLASMA REGION

Fig. XI-21. (a) Single-shot injection of a beam into an infinite plasma.
(b) Continuous injection of a beam into a semi-infinite

plasma.

Recently, Fainberg and Shapiro 3 have studied a semi-infinite plasma into which a

monoenergetic electron beam is continuously injected. This is illustrated in Fig. XI-21b.

They find that a "transition" layer is formed at the plasma boundary, z = 0, because of

the instabilities that develop. This layer is a region of large and highly inhomogeneous

electric field strength. Most of the beam energy is lost in passing through this layer,

and the beam itself emerges from the layer highly diffused in velocity space. These

authors find that the thickness of this layer tends to zero on a time scale of a few

tenths of a microsecond for typical beam and plasma parameters. To keep the layer

thickness finite, one must postulate a loss mechanism to remove energy from the bound-

ary layer. Fainberg and Shapiro assume that the energy is transported away at the

group velocity of the propagating plasma wave.

In this report we have analyzed a problem in which a monoenergetic electron beam

of finite transverse dimensions in continuously injected into a circular plasma waveguide.
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The beamvelocity v° at the entrance planez = 0 is taken to be much greater than the

plasma thermal velocity, v T. The ratio of beam to plasma radius, b/a, is taken to be

<<1, and the plasma frequency Up, beam plasma frequency _pb' and electron cyclotron

frequency _ce are assumed to satisfy the condition ¢_ce <<¢°pb <<¢_p" Only circularly sym-

metric solutions of the nonlinear equations will be considered. Under these assumptions,

the beam-plasma system supports only a convective instability, and the electric field

strength according to linear theory increases exponentially away from the beam entrance

plane. Figure XI-22 shows the geometry of the system that we analyze.

_ PLASMA RADIUS a t-

z=O

BEAM ENTRANCE PLANE

SEMI-INFINITE CIRCULAR

WAVEGUIDE, RADIUS a
ASSUMPTIONS

Vo>> v T

b<< a

Wee<< Wpb<<Up

NO AZIMUTHAL VARIATION

Fig. XI-22. Geometry of the beam-plasma system.

Since the beam density nb is much less than the plasma density np, the important
nonlinear effects occur in the beam alone. Therefore we treat the plasma as linear and

solve for the beam distribution function in the steady-state limit t -* o0. From this func-

tion we obtain the average beam velocity Vo(Z) and the beam temperature Tb(Z ) in the

steady state.

2. Linear Theory of the Interaction between a Filamentary Electron Beam and a

Plasma Waveguide

The dispersion equation of the beam-plasma system shown in Fig. XI-22 is

1

(i)

v° / F(q) pb¢o2 b 2

J1 j 2v°Ki

where

F(q) : In i+ w No(qa)
qb

Jo(q a)

(2)

and p and q are the transverse wave numbers in the beam and plasma regions, respec-

tively. The transverse dielectric constant K L is given by
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K±=

2 2
- co+

2 2
¢0 --03

ce

(3)

where

2
2 2 + co . (4)

co+ = COp ce

Figure XI-23 is a sketch of the dispersion function (1). It is seen from (1) that com-

plex roots of _ for real _ are obtained when K 1 is negative. The complex root with

Z

<

REAL

REAL PART OF COMPLEX

..... IMAGINARY PART OF COMPLEX

GAIN-,_

i

_ce i_
FREQUENCY ( _ )

%
,.e---. LOSS

Fig. XI-23. Reactive-medium dispersion function for the n = 0 mode.

_i > 0 is an amplifying wave, since for _i -- -¢c both roots of p from (1) are in the lower

half p-plane. The amplification rate _i is given by

Q(¢o)
o_ (5)

_i= V
O 1 + Q2(_) '

where

Q(¢0) : /

provided Q is real.

maximum gain is

_o2 b 2
F(q) pb

2V2oKl(_O)

The condition of maximum gain is given by Q2

(6)

= 1, for which the

_MAX
_iMAX : 2v

O

(7)
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and the frequency of maximum gain is

_MAX = e+ 2

1 ¢°pb

2
1 2 Vo

F(q) bz (8)

The "half-power" width of the gain curve is

2

¢°Pb b2
Aco = ,_-¢o+F(q)

v
o

(9)

in the limit _ b <<1. We shall use (7} and (9) below where a nonlinear equation
v

o

describing the filamentary beam-plasma waveguide system is formulated.

It can be shown that for the system of Fig. XI-Z3 the filamentary beam approximation

is valid, provided that bc_JZv ° < 0.1. Furthermore, although this system supports an

absolute instability at beam synchronism with the propagating plasma wave, it can be

shown that the growth rate in time, _i' of this absolute instability is very small com-

pared with the frequency of the oscillations, _ . The addition of even a small amount
P

of collisional damping in the plasma would serve to supress the absolute instability,

since the growth rate, _i' is so very small. Such damping would reduce the large

reactive medium amplification rate (7) but slightly. Accordingly, we assume that the

absolute instability is suppressed, and ignore it in the rest of this report.

3. Quasilinear Theory of the Filamentary Beam Distribution Function

We shall study the distribution function of the electron beam using the methods of

quasi-linear theory. The beam distribution function f(F,V, t) is described by the non-

linear Vlasov equation:

Of -- of q 8f
a-_+ v • -- +-m (E +V×Bo) .-- = O,

a_ av

m

where B ° = izB ° is the static magnetic field.
itself a function of f.

(i0)

The nonlinearity arises because E is

-_-8. E(_,t)= q Inb £fdY+n ._"f d_-nb-npl.a_ _o P P
(Ii)

Usually, (I0) is linearized about a known "operating point" or steady-state distri-

bution fo(_¢) by assuming that

f(_,V,t) = fo(V) + f1(_,V, t). (IZ)
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In quasi-linear theory, the linearized solutions are used to evaluate the nonlinear
term of (10)andthe Vlasov equationis resolved. Provided the linear solution fl is much
smaller than theexact (andunknown}nonlinear solution f, the separation of f into a zero
and first-order distribution function is still useful. The zero-order distribution func-

tion fo must now be considered to vary with r and t. Thus we write for the system
of Fig. XI-23:

f(_, V, t) = fo(-f,V, t) + fl (_-,V, t), (13)

where

2

----4fl(_'V, t)= _ d_ fnco(V)Jo(Pn(_) r) exp_ (¢ot-_n(¢O)z)] (14)
oO

n= 1

In (14), the summation over n represents a sum over the plus and minus signs of the

reactive medium dispersion equation (1). Both roots must be included in fl" The

integration extends over negative, as well as positive, frequencies. The quantity fn(V)

represents the "Fourier coefficient" of the linearized solution at the real frequency w.

The wave numbers pn(_) and _n(¢O) are in general complex. It should be apparent that

the significant contribution to the _ integral comes from the small ¢0 regions where the

reactive medium gain in high.

We also write

E(_,t) = E l(_,t) -

a_ 1(_,t)

aT

(15)

where

2

¢ 1 (_' t) = dco 1>o Jo(Pn(CO ) r) exp_ (¢ot-_n(CO)) ]. (16}
oo

n= 1

Now Cw and fn(V) are related by the linearized Vlasov equation.

limit, we obtain

In the filamentary beam

af
O

q _n (_) av

fn_(V) = z _ . (17}m _o
- _n(_) v z

The nonlinear equation describing the rate of change of the zero-order beam distri-

bution function fo(_,V, t) will now be derived. We first insert the linear solutions (14-16)

into the nonlinear Vlasov equation (10). Now in the linear theory, fo is independent of

time. Accordingly, in the quasi-linear theory, we assume fo(_,V,t) to be a weakly
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varying function of time, and we averageEq. 10 over a time, T, satisfying the fol-
lowing inequality

2w <<T<< 2w
'_MAX h---j, (1 8)

where ¢0MA X and A¢o are given by (8) and (9), respectively. The time-average equation

becomes

8f ° 8f q af q 22__ 7 E(-_) Jo(Pn(_) -J _n(_) z]r) e8t +V'--'£+--VXB--.----£+2--A¢0 d¢o_¢o -
8_- m o 0_- m

n=l n'=l

0fn,_(V) -j_n,(--_)z
J (pn,(-¢0)r) e

0V o
= 0 (19)

Taking the filamentary beam limit, performing the summations and integration, and

using (17), (7), (8), and (9), we find

--z 0f v0fo 0fo 2 q2¢°+ Vo 0 o z
-- (A¢o)2[ [ --e 0v 0v 2
0t +vz-_z + 2 0¢° m2v z z -v - 2v 2 + 2v v

O Z O O Z

= o. (ao)

This is the equation we sought. It is a real, linear equation describing the change in

the zero-order beam distribution function f (_,_',t). We now solve (20) in the'steady
0f o

state -_= 0. The equation is then separable.

2 2
q 2 (A¢o)

£o- 2 4 [_¢o 12
m v

o

We normalize (21) by the substitutions

¢0+
Z ) =--Z

V
O

V

V) Z
V

O

Then (20) becomes

0fo -z' 1 0 /Ofo V'

Oz----;e + Eov' Ov'_Ov' _v,2 + 2v' -Z )= O. (21)

Assuming a separation fo(Z', v') = g(z') h(v'), we obtain

g(z') = exp[K(1-e z') ] (22)
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and

d //.dh(v') v' \) - Kv'h(v') : 0, (23)dv' \- _v' -v '2 + 2v' - 2

where K is the separation constant. Let v' = u + 1 and assume that h(u) is small unless

u _ 0. Since at the beam entrance plane h(u) = 6(u), a delta function in velocity space,

this limit should prove interesting. Letting u -- 0 in (23) yields

d2h +dh+_h= 0.
du 2 du E°

(24)

Equation 24 has exponential solutions e jFu, where K = £o(FZ-j_).

solutions with (22} and matching the boundary condition fo(U, z'=0) = 5(u), we find

_ (U+Vd(Z))2.]f (u, z'} - 1 exp ZVZ(z) Jo Q_-_-VT(Z,)

Superposing these

(25)

where

z , (26)
VT(Z ) = ZEo(eZ'-l)

Vd(Z' ) = £o(eZ'-l). (27)

The energy density U(z') of the beam is

2, Z ! .

U(z') = 1 + Eo_e _,)Z, (28)

and the beam electron density n b is constant. The solution is plotted in Fig. XI-Z4a.

Summarizing these results, we have found that

1. The zero-order beam density n b does not vary along the length of the beam.

2. The average velocity of the beam Vo(Z') = v ° - Vd(Z') decreases with increasing

z according to (27). At first, Vo(Z') decreases linearly with z', but after a distance =1,

the decrease is exponential with z'. This decrease represents a loss of DC beam energy.

kTb(Z') 2
3. The beam acquires a longitudinal temperature, m - VT, given by Eq. 26.

The thermal velocity VT(Z' ) increases initially as the square root of z !.

4. The DC energy density of the beam increases as z' is increased. This surprising

result indicates that the beam extracts energy from the plasma.

5. The solution (25) does not obey the conservation laws. For example, electrons

are not concerned, since

d
_ .__(noVo(Z)) ¢ O.d--_
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These results were obtained by approximating the velocity equation (23) by a second-

order linear equation with constant coefficients {24). We might expect that if (23) were

solved exactly, these results would be modified. In particular, the solution of (20)

should obey the conservation laws, and the DC energy density of the beam should prob-

ably decrease with increasing z'.

Since the analytical solutions {25) do not satisfy the conservation laws and lead to an

increasing DC beam energy density, the exact solution of the diffusion equation (20) is of

some interest. This equation has therefore been numerically integrated for £o = 0.01

and z' in the range 0.4 < z' < 2.8. The preliminary results of this numerical integration

are presented in Fig. XI-Z4b. This figure should be carefully examined.

0.4

0.3

0.2

0.1

o /2

• Vd (z')

d___L _n =0"01

1 2 3

• nb(z' ) ISCONSTANT

z'

0._

0._

0.1

|.

1.0

t 1.0_

I "01T| • lu(z') y 3 1.1.005[- O. 99_

I.oo, , _ I , L z o_
I 2 3

o v2 (z')

0_ Eol = 0.01

1 2 3

• nb(z') f

1 2 3

• u(_')

(a) (b)

Fig. XI-24. Normalized thermal velocity v T, velocity decrease of the beam Vd,

beam density n b, and beam energy density u as functions of z' {a) in

the limit fo{Vz) -- 0 unless v z = v and (b) computed exactly by numer-o

ical integration of Eq. Zl.

First, note that the exact solution of {Z0) conserves electrons. The product

nb{z') Vo(Z') is constant within one part in 104 over the range of z'. The beam density

n b is now an increasing function of z'. The velocities v T and v d are roughly similar to

the approximate solutions in Fig. XI-Z4a; however, the DC energy density of the beam

at first increases as in Fig. XI-Z4a, but then decreases as z' is increased. For
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z' > 2.1, the average beam electron has lost energy. This energy must have been

absorbed by the plasma; that is, the plasma has been heated by the beam.

M. A. Lieberman
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D. DISPERSION DIAGRAMS FOR HOT-ELECTRON PLASMAS

Computer solutions have been obtained for several beam-plasma dispersion equa-

tions. The computer program was described in Quarterly Progress Report No. 77

(pages 141-144). This program finds the zeros of a transcendental dispersion function

D(_,k .... ) in the complex _ or k plane.

1. Longitudinal Waves in an Infinite Maxwellian Plasma

Consider an electron beam of density n b and velocity v ° immersed in an infinite, hot-

electron plasma. The beam flows in the positive z direction, and all particle motion

is assumed to be along z. The plasma electrons have a Maxwellian velocity distribution

with thermal velocity v T, while the plasma ions are assumed to be infinitely heavy. The

dispersion equation for longitudinal (z-directed) waves in this system is

2
L0

pb 1E 11 (¢0_kVo)2 + .---_-__2 1 + Z = 0, (1)k k D _kk D _pe _-kk D pe

Where _pb and _pe are the beam and plasma frequencies, kD= VT/_pe is the Debye wave-
1

length, and Z(_) is the plasma dispersion function tabulated by Fried and Conte.

Three solutions of this dispersion equation are shown in Fig. XI-25. The dispersion

equation (1) is solved under the assumption that the frequency _ is pure real. Complex

values of the wave number k = k r + jk i are thus obtained. The quantity k i is the growth

rate of the convective instability which this beam-plasma system supports. It is plotted

as a dotted line in Fig. XI-25. The real wave number k r is plotted as a solid line.

When the plasma thermal velocity vT is zero, the dispersion equation can be solved

exactly to yield

k = _ _pb
-- V V

O O

(2)
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This well-known solution has an infinite growth rate k i near _0 = _pe" It is labeled

O in Fig. XI-ZS.

The dotted curves labeled Q and Q in Fig. XI-Z5 are the corresponding growth

rates when the electron thermal velocity vT is finite. As v T is increased, the gain k.1

peaks at a finite value that decreases as vT is increased. The frequency of maximum

gain at first increases as v T is initially increased from zero (curve (_), but then

decreases to fall below _pe for v T > v o (curve O )" At the same time, the gain curve

broadens as v T is increased from zero. Physically, this broadening represents a kind

of resistive medium amplification, in which the original "inductive" character of the

plasma is diluted by a resistive component caused by the Landau damping in the plasma.

As the thermal velocity v T is increased above vo, the peak gain k.1 must decrease,
max

since the Landau damping of those plasma waves whose phase velocities coincide with

v ° continually decreases.
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Z. Longitudinal Waves in a Cold-Ion, Hot-Electron Plasma

Consider now the dispersion equation

2 2

I Z (00.._vo)Z-+--_.2 1 +- Z = 0 (3)co k kD _2-kk D 00pe kk D pe

in which the ions are now allowed to participate in the motion of the plasma. In the limit

that the electron thermal velocity vT is zero, this dispersion equation reduces to

2
2

00+ 00pb
1 - --_ - 0 (4)

00 (_-_Vo)Z

2 2 2

in which 00+ = 00pe + 00pi' and 00pi is the ion plasma frequency. Equation 4 has as its solu-

tion (2), in which cope2 is everywhere replaced by 00+2. Therefore, in the limit v T - 0, the

gain is infinite for frequencies 00 just below 00+.

Consider now the limit v T - 0o. In this limit the dispersion equation (3) reduces to
2 2

00pi copb

I - _- )z = o (s)
00 (00-_v °

2 is everywhere replaced by 002
which again has as its solution (2), in which COpe pi" There-

fore in the limit v T - o0, the gain is infinite for frequencies 00 just below ¢Opi.

It is apparent from these considerations that a transition from a strong electron
2

interaction to a strong ion interaction must occur as v T is increased from zero. Briggs

considers this transition in a hot-electron plasma in which the electrons have a rectan-

gular velocity distribution. He finds that an abrupt transition occurs when the parameter

2
n b v T

=np 2vZ° (6)

is unity. For _ > 1, a strong ion interaction occurs in which the gain is infinite for fre-

quencies just below 00pi" For _ < 1, the ion interaction disappears, although the gain

near the ion plasma frequency may still be finite.

In the weak beam limit nb <<np, the condition 11= 1 requires v T >>v o. Landau damping

is small in this limit, so Briggs' results should hold for a Maxwellian hot-electron

plasma. Figure XI-26 shows the exact solution of (3) in the weak beam limit. In

Fig. XI-26a, _ = 1/2 and no evidence of a strong ion interaction is apparent.

Figure XI-26a is very similar to curve Q of Fig. XI-25; that is, the gain mechanism

in both curves is a resistive medium amplification.
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Figure XI-Z6b shows the case 11= Z, for which Briggs' condition predicts a strong

ion interaction. Such an interaction is indeed observed, although the gain is not infinite

near the ion plasma frequency. The gain mechanism is clearly an interaction of the

beam with the inductive plasma ions, degraded by the slight amount of Landau damping

still present in the plasma. As _ is further increased, the maximum gain near the ion

plasma frequency must rapidly increase and tend to infinity as _ -- oo.

M. A. Lieberman
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E. NONADIABATIC DIFFUSION IN TOROIDAL GEOMETRY* 

Construction of the toroidal device discussed in Quarterly P rogres s  Reports No. 77 
(pages 164-167) and No. 78 (pages 126-127) is nearly complete and tests are under way 

Fig. XI-27. Device for trapping an electron beam. 

to  determine the performance of one section of the device. 
Figure XI-27 shows the device with one U bend removed for performance tes t s  of the 

These tes t s  a r e  performed by injecting an electron beam parallel to  the other U bend. 
field in the first  straight section and observing visually the beam location at the entrance 
to  the U bend by means of a fluorescent coated wire mesh that intercepts approximately 
25  per cent of the beam. The beam is detected at the other end of the U bend by a fluo- 
r e  s c  ent coated glass screen. 

* 
This work  w a s  supported principally by the U. S. Atomic Energy Commission under 

Contract AT( 3 0 - 1 ) - 3 2 8 5. 

131 QPR No. 79 



(XI. PLASMA ELECTRONICS}

y cm

2_ _'"x "_ 6 Bz = 95 gauss

AYERAOEROTAT,ON THE
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FOR PARTICULAR ENTRANCE

COORDINATES.
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ROTATIONAL FIELD CURRENT

( a ) 0 ampI

(b) 78am m

( c ) |00 am_

Fig. XI-Z8. Measured location of the input and output of the beam.

Figure XI-Z8 shows the location of the input and exit beams for various values of the

rotational field. A vertical field, B.L , was produced on the U bend to just cancel the

centripetal drift.

R. W. Moir, L. M. Lidsky
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F. MEASUREMENTOF OPTICAL GAINOF THE HOLLOW-CATHODEDISCHARGE*

Attempts by Edmonds, Gerry, andLidsky1to observe laser action in a suitably con-
figured argon hollow-cathodedischarge (HCD)met with no success.

An experiment is in progress to measuredirectly the optical gain of the argon HCD
at various wavelengths, including 4880/_and5150/k. Our methodis to direct a modu-
lated light beam of the wavelengthto be measuredsothat it passesaxially through the
HCD. The HCDis also modulated,but at a different frequency. Optical gain or absorp-
tion is manifestedby analternating componentin the emergent light beamat frequencies
equalto the sum and difference of the modulationfrequencies of the HCD and incident
light.

Preliminary results at 4880/_and 5150/_,obtainedwith the HCDof Edmonds,Gerry,
andLidsky, shownogain in excessof 0.1per cent. The methodindicates absorptions
of 7 per cent 4804/_and 3 per cent at 4734A.

M. D. Lubin

1.
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G. INTERACTIONOF PARTICLES WITH CIRCULARLY POLARIZED
WAVESIN PLASMAS*

The wavesunder discussionin this report are the right- and left-hand polarized
wavesmoving with phasevelocities very much less than that of light that appear in
regions 8, 10, and 12of the Allis diagram.1 Theseare the regions in which onewould
expectthe maximumwaveactivity in galactic plasmason the basis of present density
andmagnetic field data. For suchwavesthe ordinary linear dispersion relation canbe

2written

2 81_-_ vll 8F vl OF}_Tr v OV_l- + v 8vii

kZc 2 2 P L _ _0" 2dvl P
= O, (1)

= dVll vI (o___o_kVll)DLR - _ ns ao

where v is the wave phase velocity, and ¢0 is the gyro frequency.
p o

V

P

El

/_-_o \

/B±

\>

/ I EL=o
......... V I

Bo ,'?V I __ °°: '

,,,,1=
B±- B./y"°'- °

Fig. XI-29. Phase frame transform.

Bo

It is apparent that the growth or damping of such a wave depends on a group of reso-

nant particles whose velocity parallel to the main magnetic field is

This work was supported principally by the U.S. Atomic Energy Commission under
Contract AT(30-1 )-3285.

QPR No. 79 134



(XI. PLASMA ELECTRONICS)

(_o)
Vll - k (2)

This is usually explained by observing that these particles see a Doppler-shifted local

cyclotron resonance frequency and experience a cyclotron acceleration or deceleration.

This is intuitively satisfying, since itpresents an image of an efficient energy-transfer

mechanism between the waves and the resonant particles. As a matter of fact, this pic-

ture is misleading because in the actual

case the energy transfer is small,

R WAVE _NTERACTION bounded, and periodic. This is easily

vp
seen by noting that for these waves prop-

O -h_-_/'k'J"k'_/_ O "So agating principally along the main mag-
v------ _ v+ netic field a velocity transformation

O -/_k-_ _/__/" C " exists which eliminates the wave elec-
v+----- - ------v- B° tric field and reduces the wave to a

vp
periodic spatial magnetic field pertur-

ALL ELECTRONS AND FAST IONS MAY SCATTER bation.3RESONANTLY FROM RIGHTHAND WAVES This transformation to the frame

moving with the phase velocity of the wave
Fig. XI-30. Right-hand wave interaction.

is shown in Fig. XI-29, along with the

resonant velocities in the two frames.

It is seen that the resonance condition in the laboratory frame reduces to the condition

for nonadiabatic motion in the phase frame.

Figure XI-30 represents two oppositely propagating right-hand polarized waves in

the phase frame. The spiral line represents the locus of the end of the wave's magnetic

field vector. It is also the orbit of a resonant particle. The only possible interaction

in this frame is a rotation of the particle's total velocity vector. Consequently, we can

represent the laboratory energy transfer in terms of the angular scattering in the vari-

able e, (defined in Fig. XI-29).

The laboratory energy change is

Z_W
=,Z_pA(COS e'), (3)W

where _ = v/c, and _p = 0_/kc. That the energy transfer is small is seen from the fact

that Sp << 1. That the energy transfer is periodic is seen from the equations of motion.
Roberts and Buchsbaum 4 have shown that

W(t) = W(0) + mVp(V(t)-v(0)), (4)

where m is the relativistic mass, and the equation is relativistically correct. Physi-

cally, the wave magnetic field accelerates the resonant particles along the main field

direction. Thus the resonant particles gain energy only while they are approaching the

wave phase velocity. Resonant particles at the phase velocity interact only by virtue of
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their perpendicular velocities and are decelerated in the direction of the main field,

thereby reversing the energy transfer.

Another way of looking at the interaction is to notice that the ratio of wave magnetic

force to wave electric force for the resonant particles is

(FB/FE) = - >>I. (5)

The wave magnetic field destroys the particle's phase correlation with the wave electric

field.

Let us now consider the change in the particle's distribution function because of the

passage of one wave. To do so, we first calculate the average change in the perpendic-

ular velocity of a particle interacting with the wave in the phase frame. We can write

Newton's equation in the form

dz J v+ = j_+(z), (6)

q

where v+ = vx + ivy, and _+ = _ (Bx+jBy). The prime refers to the moving frame

(Fig. XI-29).

If we assume that for the great majority of particles the change in z velocity is

small, we find the immediate solution

;?Av_ = j _+(z') exp j _ dz', (7)L /

where AV_ is the wave induced change in the perpendicular velocity of the particle

between L and -L. Since all initial phases are assumed to be present, the average

change in this quantity is

Z'-_'_JO d¢l'° (AVe') = O. (8)

The mean-square change

L _o z '_L Vz-j
2

dz' I
(9)

is finite, however, and constitutes a diffusion coefficient for the particle's perpendicular

velocity. Since the total velocity is constant in the phase frame, this can easily be

related to the diffusion coefficient in e'.

Equation 9 can be written in terms of the wave spectra by Fourier-transforming

_+(z). We find

QPR No. 79 136



(XI. PLASMA ELECTRONICS)

I sin Iz"

(10)

If L is large, the second factor in the integral oscillates rapidly, and we may replace

it by a delta function in -_-z ' Thus we arrive at the final result for the diffusion

coefficient as a function of the wave spectra

IF l2 vl) =z_=% (11)

This coefficient has broad application. The change in the particle's distribution function

resulting from the passage of a wave is given by

1 8 /(Av±)_ 8

This shows the relaxation effect that the waves produce in the particle distribution. It

is interesting to note that Eq. 12 is identical with the result of a quasi-linear calculation

by Engel. Z

We have already shown how the energy transferred in a wave-particle collision can

be expressed in terms of the angular scattering in the phase frame. The mean-square

energy transfer is

v' Z

_._8_8_ _p-- 1T Z
V

(13)

Employing Eq. 13, one can obtain a statistical acceleration mechanism for cosmic

rays. One can also obtain a diffusion coefficient for the guiding centers of cosmic ray

particles. Assuming that the wave size is small compared with the Larmor radius of

the cosmic ray, one can write this coefficient

_Z&rg,? = rL_,Xe,_

or

_Arg)Z> = _ \Vz]

Such guiding-center diffusion has been invoked by Davis 5 to explain the isotropy of cos-

mic rays.
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Finally, anumberof authors havesuggestedwave-particle scattering to explain the
form of the radiation belts.6-9 The diffusion coefficients obtainedhere shouldalso apply

to the description of the dynamicsof this region.
Report XI-H summarizes an applicationof the diffusion coefficient to the confinement

of particles in static nonadiabatiemagnetic fields. By bearing in mind the analogyestab-
lished abovebetweenmotion in a static nonadiabaticfield andwave-particle interaction,
the results givenin Sec. XI-H haverelevanceto the subject of the present report.

J. F. Clarke
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H. NONADIABATICMAGNETIC TRAPS*

Thediffusion coefficient developedin Sec.XI-G canbe appliedto a study of the rela-
tive efficiency of the nonadiabatictraps that are proposedfor accumulatinga thermonu-
clear plasma. Threebasic types of nonadiabaticfields havebeenproposed.1-3 In the

complexnotation A+ = A x + jAy," these fields can be represented by

¢0+(z) = co,l" cos koZ -L < z < +L (la)

co± JkoZ
¢o+(z) = -_--e -L < z < +L (lb)

co+(z) = co±5(koZ), (lc)

o
where k° satisfies the resonance condition ko = ¢0o/Vz-for some resonant velocity vz.

Perturbation (la) constitutes an axially symmetric field, (Ib) a helically symmetric

field, and (Ic) an impulsive change in the field equivalent to a standing shock wave. This

group can be extended by requiring that the resonance condition be satisfied at every

point on the particle's orbit. That is, the trap is designed to have a variable wavelength.

Each of these variations can be compared in terms of the mean-square step in magnetic

moment, which a trapped particle makes on traversing the perturbation. This mean-

square step is simply related to the diffusion coefficient given in Sec. XI-G.

Consider the Fourier transforms of the perturbations

¢oF(k) _ co/- _sin (ko-k)L sin (ko+k)L _ (Za)

coF(k) = ¢°I sin (ko-k)L

Q-_ (ko-k)

(Zb)

(Zc)

From the diffusion coefficient

s'n( - Ll2oo Vz" (3)

*This work was supported principally by the U.S. Atomic Energy Commission under

Contract AT(30- 1)-3285.
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we see that the magnetic moments of the particles will have large changes only

when the two factors in the integral overlap appreciably.

-ko I +_o Uo/V_
w+ = u_. c_ koz

(a)

Figure XI-31 shows graphically the

situation for the three perturbations.

The initial trapping occurs when v z =
0

v z, and the functions on the positive

l-_v _ Fig. XI-31. k axis merge. For trapped particles,^ _J:_ :k Diffusion there can never be a complete super-
-o/_ coefficient

jkoto+_o,. factors in

_b) k space.

_v_v^_X.Z_A v - k

(c)

position, since some of their initial axial

v o, has been transformed tovelocity,

perpendicular velocity. The net scattering

comes from the overlapping of the wings

of the peaks. It becomes immediately

clear that on the reverse transit through

the perturbation, when the _o/Vz peak lies on the negative k axis, the rotating

perturbation is far superior to the axial symmetric one. Furthermore, the res-

onant nonadiabatic systems are superior to the nonresonant because in the latter

case all velocities interact by the same amount and independently of their direc-

tion of motion.

It is also interesting to note the height and breadth of the k o resonance peaks in

Fig. XI-31. The peak height is ¢_.LL/2_ and its width is 2_/L. Now, considering the fact

that for an untuned system k ° = Z_N/L, we see that as the system becomes longer and the

particle interacts with more periods of the perturbation, the peaks grow in height and

become narrower. All of this is in agreement with the physical argument presented
4

by Wingerson, Dupree, and Rose and the numerical calculations of Laing and

Rob son. 5

We turn now to a final example of the use of the "diffusion coefficient. Wingerson,

Dupree, and Rose conclude that a long highly tuned system, in which the perturbation

field goes gradually to zero at both ends, would constitute the optimum trap. We can

examine such a trap analytically.

Let us consider a trap in which the perturbation wavelength lengthens as z

decreases. For simplicity, choose a wave number

kef f = k o + k_z (4)

and a Gaussian envelope to damp the perturbations away from the origin

_+(z) =-_-e -¥ z exp o+k_z z (5)
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In the light of Sec. XI-G, this is the phase-frame form of a wave packet. The Fourier

transform of this function is

exp + j

= --g- (_)
(,/2 1/4

-JK1J

Since our Gaussian envelope damps the wave, we can take L -- oo in the integration

of the diffusion coefficient. This is equivalent to replacing the sine factor by a delta func-

tion. Then the diffusion coefficient reduces to a term proportional to the square of

Eq. 6 with k replaced by _o/Vz. Note that the damping coefficient and the increasing

wavelength coefficient appear in "parallel" in this expression. This illustrates the phys-

ical point that both damping and tuning decrease the scatter of nonresonant particles.

These particles rotate faster or slower than the perturbation field, and the scattering

from each field peak tends to be cancelled by the next peak. Only the last peak scatter

has full effect, and the damping reduces this to a low level. Tuning reduces the reso-

nance volume in phase space which is available to particles. In terms of Fig. XI-31,

the central peak is narrowed.

To simplify the expression, let us assume that the damping length is large compared

as with a wavelength, and that the change in wavelength is small compared with a wave-

length. Choosing N wavelengths in our perturbation, we can set

k
o

V = _ (7a)

and

k

k I = -_. (7b}

The diffusion coefficient simplifies to

lvz= Y--2-
v

(8}

This expression illustrates the sharpness of the resonance peak.

In conclusion, we find that the physical arguments presented by Wingerson, Dupree,

and Rose are in full agreement with calculations performed with the simplified diffusion

coefficient derived in Sec. XI-G. An experimental study of this nonadiabatic scattering

phenomenon is underway.

J. F. Clarke
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I. STUDYOF LASER RADIATION THOMSON-SCATTEREDBY AN
ELECTRON BEAM*

The present experiment is concernedwith the dependenceon angleof the frequency
of laser light that is Thomson-scatteredby a relativistic electron beam. Preliminary
calculations had led us to believe that if the laser beam intersects the electron beamat
90° andthe angle of observation from the electron beam is 90°, then the relativistic
transformations from the laboratory frame of the laser beamto the movingframe of the
electron beamandback to the laboratory frame of the observation system would result

in a factor of 2 = 1,-'-_ ) in the frequency relation. Thus even when the Doppler

shift that is associated with advancing sources {the "normal" shift) is absent, there will

be a shift from the laser wavelength of 2 per cent if the beam voltage is 5 kilovolts. An

exact examination of the relativistic and normal Doppler transformations shows that,

instead of 2 the correct factor is unity when the normal shift is zero. Furthermore, the

total relativistic transformation from the laboratory frame of the laser to the beam

frame and then into the laboratory frame of the observation system is identical to the

normal Doppler transformation.

Straightforward calculations of the number of photons scattered by the electron beam,

with the Thomson scattering cross section used and the radiation treated as if it were

in the form of particles colliding with the electrons and then scattered in all directions,

show that in order to have reasonably good statistics the electron beam must have a den-

sity greater than 5 X 1010 electrons/cm 3. This value is true for the 50-joule ruby laser

used in the experiment when it has been focussed to make a beam of 1 mm diameter. A

density such as this corresponds to a beam current of 200 ma at 3 kv if the beam diam-

eter is 1 ram. The number of photons in the incident laser beam is -- 1020, and the num-

ber scattered is only 105, while the number collected by the observation system is -- 500.

These 500 photons pass through an interference filter that will pass only radiation whose

wavelength lies in a 5A interval. From there they hit the cathode of a very sensitive

photomultiplier and produce photoelectrons with an efficiency of only 2 per cent. With

only 10 photoelectrons in each laser shot it is plain that several shots are necessary at

each angle and frequency to get good results.

Thus far, an electron gun of the Pierce type has been constructed and after experi-

encing difficulties in design it eventually evolved to the point where it produces a well-

defined beam of about 1 mm in diameter at ZOO ma and 3 kv. The gun has a microper-

veance of 3, and can be operated so that there is no power dissipated in the anode. The

*This work was supported principally by the U. S. Atomic Energy Commission under

Contract AT(30-1 )-3285.
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Fig. XI-32. Illustrating the experimental arrangement.

operating pressure is 1 x 10 .6 torr, and beam operation is very stable. Also, an obser-

vation system was designed and built to cover as large a solid angle as was compatible

with frequency spread and vacuum can space requirements. The system can be scanned

from an angle of 90 ° to 70 ° from the electron beam direction of motion. The arrange-

ment of the various parts of the experiment is shown in Fig. XI-32.

The problem of the reflection of laser light into the observation system has been

overcome by the use of special light dumps and aperture stops. The experiment is now

under way and it is anticipated that it will be aImost completed by December 31, 1965.

The electron beam, laser beam, and viewing system have all been operated separately,

and trial results are now being obtained and the signal-to-noise in the experiment (the

crucial problem here) appears to be satisfactorily low.

M. A. Samis
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J. INCOHERENTSCATTERINGOF LIGHT FROM A PLASMA. II.*

In Quarterly Progress Report No. 78 (pages 131-135) we reported signal-to-noise

calculations for the cooperative scattering effects at small scattering angles of visible
1

laser light from a plasma discharge. Noise measurements of the light emission from

the plasma indicated that by using an Argon ion laser of sufficient optical power (tens of

watts) one could experimentally undertake the measurement of the weak scattered-light

spectrum. Nominal integration times would suffice for signal-to-noise, but the expected

spectral width would be small, thereby limiting the attainable resolution. Also, the ques-

tion of diffracted or otherwise stray laser light at small angles interfering with the scat-

tered, Doppler-shifted wavelength was posed but not answered. Fortunately, this

question will no longer arise with the new technique presented in this report.

We wish to report the adoption of a new laser, which was unknown at the time of sub-

mitting the last report. The modified experiment will now use an infrared laser developed

by Patel of Bell Telephone Laboratories, Inc. 1 It is a nitrogen, carbon-dioxide laser

yielding very high power output at 10.6 microns, utilizing closely coupled vibrational

levels in N 2 and CO 2. A discharge of 4kv/mand 50 maDC, inatube, ~8 ftlongand

1 inch in diameter, with continuous gas flow (CO 2 pressure 0.4 tort, N 2 pressure

Z tort), reported by Patel has yielded up to 16 watts cw of 10.6-micron radiation,

coupled out through a hole in one of the end mirrors. The intracavity power was several

hundred watts.

An indication of benefits from adopting this laser can be seen from the following

discussion. Analogous to the noise calculations of our previous report,we may calculate

the equivalent noise powers for an experiment, using 10.6-micron radiation. Note that
• {)

since the spectral width varies as k sln_, and that for observation of coherent effects

k ~ 1, an increased wavelength (10.6 _t versus 0.5 _) allows observation at very
• e

4_k D sln_

much larger angles, where k is the incident wavelength, kD is the plasma Debye length,

and 8 is the scattering angle with respect to incident direction. At 0.5 _ one need work

at 8 = Z°,leaving no latitude for angular scan, whereas at I0.6 _ one can scan to 0 = 90 °.

Two important features result: (i)a larger solid angle in the detector optics can be used,

and (ii)a larger optical bandpass filter can be employed. Note also that detector efficien-

cies at 10.6 _ versus 0.5 F*(mercury doped germanium and photomultiplier, respectively)

are ~I00 per cent and ~I0 per cent. Since signal-to-noise varies as _/--_kE ,where _.Q

is the solid angle, Ak is the bandpass, c is the quantum efficiency of the detector, a large

increase is to be gained. In fact, the use of I0.6-_ radiation will yield a factor of

*This work was supported principally by the U. S. Atomic Energy Commission under

Contract AT(30-1 )-3Z85.
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100 increase in signal-to-noise for scattered light versus plasma emission; con-
sequently, the plasma itself will be essentially noise-free for an optical power input of

VACUUM CAN _ _-'_ Y oOY'-;._O _

II VIEWING t.,_,,-_,_ . Oe v-

_ P LASER BEAM

FFLES

Fig. XI-33. Detection optics.

several watts. With reference to Fig. XI-33, the observational result of scattered

radiation at ZZ. 5 ° (with solid angle _ = 7r X 10 -z and bandpass _k = 10 /_) for the hollow-

cathode arc plasma (ne~1014/cm3, Te_4ev) in the worst case is expected to be 4 x
-16

10 Po watts, where Po is incident power. The calculated noise power from the arc,

resulting chiefly from Bremsstrahlung is 10 -15(Af)l/Z watts, where Af is the bandwidth

of receiver. Evidently, with several hundred watts incident power the plasma noise can

be neglected.

In fact, the experimental noise to be contended with results from fluctuations in ther-

mal black-body radiation at 300°K, the corresponding wavelength maximum occurring at

9.6 _. Once again, referring to the geometry of the detection optics, we can calculate

the noise power at 10.6 _ for the plasma vacuum wall and collection lenses at room tem-

perature, and the remaining optics at dry-ice temperature (cooling results in a signif-

icant l'eduction of noise). The detector (an Hg doped Ge solid-state device) =10 -3 cmz

in area, subtending a field of view of 6 °, as a result, sees an equivalent noise power

from all surfaces of ~10-13(Z_f) 1/z watts. Only noise in a 10 A bandpass from the vacuum

wall and collector lenses emerges to the detector, and noise from emission by sur-

faces following the interferometer is nominally integrated over 10 _. As a consequence,

Po = 250 watts would yield signal-to-noise of unity for a 1-cps receiver bandwidth.
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The laser arrangement is shownin Fig. XI-34. A hemispherical mirror modewill
be employedwith two 10ft, 1-inch diameter, tubes of optically active media. The plasma

PRISM 10-FOOT LASER TUBE CONCAVE

M,RROR
10 FOOT LASER TUBE I PLANE

MIRRORPLANE J

MIRROR PLASMA ARC

Fig. XI-34. Laser cavity arrangement.

will be placed inside the optical cavity and, with 20 ft of optical gain, the laser power

available for scattering should be substantial. A prism is to be used for wavelength iso-

lation; a half-dozen modes separated by 200 A at 10. 6 _ are normally present and are of

no consequence to this experiment. The hemispherical mode not only provides efficient

use of the laser volume for power generation but also, since the light focuses to a dif-

fraction limited spot on the plane mirror, makes it possible to determine the desired

beamwidth at the scattering point merely by positioning the plasma arc back from the

plane mirror.

The laser beam will be chopped, and the scattered signal plus noise synchronously

detected by using a PARL lock-in amplifier with low-noise preamplifiers. The output

will be plotted on an X-Y recorder, with spectral scan achieved by varying the optical

path in the Fabry-Perot interferometer {pressurizing with nitrogen). The spectral scan

is to be 300 /_ in 10 /_ steps, to yield good resolution of the enhanced scattering effect

that is sought.

A. A. Offenberger
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A. STEAM-WATER CONDENSING EJECTOR TEST FACILITY

The use of a condensing ejector in a liquid-metal MHD power system has been pre-

viously reviewed by Brown. 1 Even though experimental performance data 2'3 for a

steam-water condensing ejector has demonstrated the feasibility of obtaining exit stag-

nation pressures greater than either of the inlet stagnation pressures, data are lacking

in the range of high area contraction ratios, high inlet vapor velocities and low flow-rate

ratios. Brown has reviewed the need for these conditions in order to obtain high effi-

ciency performance {based on an availability definition} from a condensing ejector. Thus,
1

as previously reported, a steam-water test facility was constructed to operate with the

flow, geometry, and thermodynamic conditions required to yield operating efficiencies

for a condensing ejector in the 60-70 per cent range.

The facility is represented schematically in Fig. XII-1.

PUMP

WATER
w

STAGNATION 1 2
CHAMBER ,_ BACK PRESSURE

I I i' VALVEI----- DIRECTCONTACT
T CONDENSER

I I L DIFFUSER

J L SHOCKSECTION
I._ CONVERGING MIXING DRAIN

SECTION

STEAM
Wu

Fig. XII- 1. Schematic diagram of the condensing ejector test facility.

This work was supported principally by the U. S. Air Force (Research and Technol-

ogy Division} under Contract AF33(615)-1083 with the Air Force Aero Propulsion

Laboratory, Wright-Patterson Air Force Base, Ohio.
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The facility has been designed with a large amount of flexibility so that both inlet and

test sections can be replaced with a minimum of difficulty. Stagnation-pressure opera-

tion will be 50-180 psia, with a design flow-rate ratio of Z. 73 and an area contraction

ratio (A1/A z) of 11.0. Exit pressures (P0y) of 400-800 psia should be theoretically

obtainable.

In order to check out the facility, the previous tests z were repeated. The results of

the new series of tests are shown in Fig. XII-2, in which the data of the other tests

are included. These data cover a range liquid-to-steam flow ratio from lZ to 6.8.

(P P")Oshows a comparison between the theoretical calculations for 0v /Figure XII-3

and the experimental values obtained from the present facility. Agreement is within

10 per cent.
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Fig. XII-Z.

Experimental data: Exit stagnation
pressure ratio vs inlet stagnation
pressure ratio.
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-
/
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x THEORY

1.0 2.0 3.0

Po'/ Po

Fig. XII- 3.

Theory and experiment: Exit stagnation
pressure ratio vs inlet stagnation pres-
sure ratio.

Our immediate concern in the test program is to improve the comparison between

theoretical and experimental flow rates, as well as to carry out an enthalpy balance on

the facility. Subsequent tests will then be undertaken with a test section having higher

contraction ratio geometry and lower flow-rate ratios.

B. T. Lubin, G. A. Brown
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Bo MAGNETOHYDRODYNAMICCHANNEL FLOW VELOCITY PROFILES
AND ENTRY LENGTH

Preliminary experimentswere conductedwith magnetohydrodynamic(MHD) channel
flows to determineMHD entry lengths from pitot tube measurementsof velocity profiles.
The entry length-- the length of flow in a magnetic field region required for full profile
development- is important in the designof MHD power-generatingequipmentandin the
interpretation of MHD friction factor measurements.

The pitot tube (length 0.9 inch, tip diameter 0. 028inch) shownin Fig. XII-4 was
traversed across the 0.5-cm height of a 0.5 × 5 cm stainless-steel rectangular channel

' MAGNET POLE

1.51n.

---_m

0.2 in.

\__I._//,L_ r/E::r//A

1 22/727/ // 
= T,P I'---

Hg _ ,:_=_---_J 0.058 in.

,
...........T//////////Z,

MAGNET POLE

Fig. XII-4. Cross-section view of the pitot tube apparatus.

at a point 50 hydraulic diameters downstream of the channel entrance and 35 hydraulic

diameters upstream of the exit. A magnet of length equivalent to 20 hydraulic diameters

of the channel was located at several positions relative to the pitot tube as shown in

Fig. XII-5. Velocities were computed from pressure measurements by using Bernoulli's
1

equation.

Figure XII-5 is a record of MHD profile development. At an approximately constant

Reynolds number the velocity profile (drawn on an expanded scale) flattens as the field

is brought from downstream of the pitot tube to a location where the field interacts with

the fluid before the fluid reaches the pitot tube. In this flow an approximately fully
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developed turbulent stream of mercury at Reynolds number, Re -- 2.9 × 105, enters a

magnetic field region having a Hartmann number, M -- 66, with an MHD entry length of

approximately 10 hydraulic diameters. The profile in Fig. XII-5a, with the field down-

stream of the pitot tube, is similar to the profile measured with no field.

The friction Reynolds number, R *, based on friction velocity and channel half-height

is approximately 4300 for the flow shown in Fig. XII-5. The ratio, M2/R *, is approx-

imately I. Harris 2 computed velocity profiles for turbulent MHD flows. Comparison

of our measured profiles with the predicted profiles given by Harris shows qualitative

agreement at M2/R _ = 1.

1 th
A measured profile at zero field and a computed -_ power law profile are shown

in Fig. XII-6a. This profile has been slightly translated to account for probe misalign-

ment. At a similar Reynolds number Fig. XII-6b shows an MHD profile 3.1 inches

downstream of the magnetic field region. Some partial ordinary hydrodynamic recovery

is observed in the MHD case. In these two flows, with the pitot tube mechanism not

obstructed by the magnet, most of the channel could be traversed.

The small channel dimension that was studied, and the necessity of measuring static

pressure at the channel wall limited the accuracy of individual profile data. The meas-

urements, however, are adequate for showing the relative rate of profile development.

Further work is planned and the preliminary observations reported here provide a clear

indication that the MHD flow develops rapidly in a channel of uniform cross section when

significant MHD forces are present.

S. Sachs, W. D. Jackson, G. A. Brown
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C. THERMIONICEMISSIONFROM A TUNGSTENMONOCRYSTALIN OXYGEN

1. Introduction

The purposeof this study is to determine the effect of the carbon impurities in tung-
sten filaments on the thermionic properties, andto investigate experimentally the elec-
tron emission from a single-crystal tungstenfilament as a function of crystallographic
direction, filament temperature, andoxygenpressure. Tungstencanbe cleansedquite
thoroughly becauseof its refractory properties which allow high flashing temperatures.
This doesnot, however, eliminate the carbon impurities in tungsten. Thetechniquefor

1
removing the carbon impurities from tungsten, foundby Becker andhis co-workers,
has beenusedin this studyto find the effects, if any, of carbonon the thermionic emis-
sion from tungsten. In a recent study2 it has been found that the adsorption of cesium on

tungsten results in a complete reversal in the form of the emission map. One purpose

of the present study is to determine whether or not similar changes take place with

adsorbed oxygen.

2. Description of the Apparatus

A schematic diagram of the tube and the circuit used in taking the measurements is

shown in Fig. XII-7. The filament is tungsten wire, 7.2 × 10 -3 cm in diameter, grown

Q___
o

  OLASSENVELOPE

/ I

, N_"/COLtECTOR /',

_o 2 - LEAK

,3

Fig. XlI-7. Schematic diagram of the tube and the circuit
used for the measurements.
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into a single crystal and mounted in the center of the tube. It is surrounded by a con-

centric tantalum anode, 2 cm in diameter, with a slit, 0.75 mm wide and 1 cm long.

This slit which subtends an angle of 4.30 ° on the filament, enables the electrons emitted

from an area of 2.7 X 10 -4 cm 2 on the crystal to reach a collector. The collector, a

nickel cylinder, 3 cm in diameter, is covered with platinum black on the inside in order

to reduce electron reflection. Two iron slugs mounted on the anode permit rotation of the

slit from outside the tube by using magnets. To take the emission maps, the anode and

the collector were biased 1 kv and 4v positive with respect to the filament, respectively.

3. Results

The work functions obtained in vacuum for the (111) and (100) directions compare

well with data obtained by Nichols 3 Smith,4 and Coggins 2 The vacuum measurements

including collector and anode bias data, Schottky and Richardson plots, and an emission

map of the tungsten crystal, indicated a satisfactory condition of test tube and filament.

Following Becker's 1 technique to remove the carbon impurities from the filament,

the tungsten filament was held at ZZ00°K in oxygen at 1 X 10 -6 torr for 63 hours.

Figures XII-8 and XII-9 show Richardson plots with the collector current reduced to zero

(116) (116)

-(llO) (111) (112) (100) (112) (ill) (110)
I I I I I I I I I

02-TREATMENT

AFTER 02-TREATMENT

I0-% 40 80 120 160 200 240 280 320 360

ANGULAR POSITION

Fig. XII-10. Emission maps for 1900 °K before and after

O2-treatment in vacuum.
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field for the (111) and (100) directions taken in vacuum before and after the treatment

with oxygen. For both crystallographic directions the Richardson work functions, _R'

remained the same, but the Richardson constants, A R, decreased. This decrease in

emission appears also in the vacuum emission maps for a 1900 °K filament temperature

taken before and after the O2-treatment (Fig. XII-10). A comparison of the two emission

maps also shows marked differences in the vicinity of the (100) crystallographic direc-

tions. The difference between the (116) and the (100) directions has greatly diminished,

even though the emission in the (100) direction is still less than in the (116) crystallo-

graphic direction. These differences could be due to lattice rearrangements, as

suggested by Ehrlich. 5

Richardson plots for the (111) and (100) crystallographic directions taken in oxygen

at ~1 X 10 -6 tort before and after the 63-hour oxygen treatment of the filament are shown

in Figs. XII-11 and XII-12. Here too, the decrease in emission is apparent; however, the

Richardson plots are now curves instead of straight lines with the tangents indicating an

increasing work function for increasing temperature. This seems to be a transition

Richardson plot, as suggested by Johnson and Vick, 6 in the region between half and full

coverage. A meaningful Richardson plot from which the work function can be determined

cannot be obtained by this method, since the surface coverage varies with filament

temperature.

Richardson plots taken in p(O 2) = 1 × 10 -8 torr appear to be the same as the plots

taken in vacuum. The close similarity of the emission maps shown in Figs. XII- 13 and

XII-14 indicates that an oxygen pressure of 1 × 1028 torr has no significant effect upon

the emission from a tungsten filament at temperatures above 1500 °K.

Emission maps taken at various oxygen pressures and filament temperatures are

shown in Figs. XII-13 through XII-16. In comparison, these show that, in addition to the

expected decrease of the electron emission, the contrast between the emission in the

(111) direction and that in the (100)- (116) range decreases with increasing oxygen pres-

sure and decreasing filament temperature, that is, with increasing oxygen coverage of

the tungsten filament. A similar decrease in contrast is observed for the (112) and (110)

directions; in fact, the emission in the (112) direction becomes less than the emission

in the (110) direction at TFi 1 = 1900°K in p(O 2) = 1 × 10 -7 tort. Similarly, the relative

magnitudes of the electron emission in the (100) and (116) directions reverse at the

higher oxygen pressures. A possible explanation for these phenomena could be found in

a preferential affinity of the oxygen for different crystallographic faces.

Figure XII-17 shows the effective work functions @E as functions of filament temper-

ature for the various oxygen pressures and crystallographic directions. In principle, it

should be possible to present these data on a plot of _E against coverage 0. We have not

been able to do this because it is not possible to determine the coverage in this experi-

ment and appropriate reliable data do not exist for single crystals.
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An attempt to find an empirical parameter related to the coverage was quite success-

ful, as shown in Fig. XII-18. The effective reservoir temperature T R used in this

parameter, TFil/T_, is defined as

, P
T R = 1 + 0. 0447 in (1)

1 X10 -8'

where p, the oxygen pressure, is in torr. Although no definite significance can be

ascribed to the exact value of T R, the curves in Fig. 3.3.12 are quite similar to the SE

versus T/T R plots for cesium on tungsten (for example, see Rasor and Warner7).

By comparing Figs. XII-13 through XII-16 it was previously found that the relative

positions of the (110) and (llZ) directions reverse at TFi 1 = 1900°K and p(O 2) =

1 × 10 -7 torr, which corresponds to TFil/T_ t 1726; this is also clearly shown in the

overlapping of the curves for these crystallographic directions between TFil/T_ 1656

and 1750. The variation of the (111) and (100) directions relative to each other is also

obvious.

A strong decay in the electron emission, especially in an oxygen atmosphere, made

flashing the filament at short intervals necessary. The breakage of the filament termi-

nated any further investigation.

4. Summary

We found that the carbon impurities do not influence the work function of tungsten.

The Richardson constant decreases slightly after the oxygen treatment. Adsorption of

oxygen produces the expected decrease in emission, but the changes are not as strongly

dependent on crystallographic direction as for cesium on tungsten. 2

W. Engelmaier, R. E. Stickney
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D. CHARACTERISTICSOF A PURE ALKALI-METAL VAPOR PLASMA

The alkali vapor hasbeenstudiedas a multicomponentsystem in which aggregates
of atoms and electrons are characterized bya mass factor g and a charge factor Z, the

mass of the aggregatebeingequalto g times the mass ma of an atom andits charge to
Z times the absolutevalue of the electron charge. As we deal with states out of thermo-
dynamicequilibrium, a kinetic approachis used for which distribution functions fZ are

g
defined, their spaceandtime evolution beinggovernedby equationsof the Liouville type.
Collisional effects are exhibited in the usualway, with correlations betweenvelocity and
position for particles neglected. This limits us to densities for chargedparticles low
enoughsothat the 90° Coulombimpact parameter is muchsmaller than the meandis-
tancebetweenparticles. For aggregatesconsistingof a large enoughnumber of atoms
(approximately 10), the liquid-drop model1' 2 is used. Furthermore, all collisions

exceptdrop-drop collisions are taken into account. Finally, we limit ourselves to large
Knudsennumbersbasedon the size of the particles, but small Knudsennumbers based
onthe characteristic length of the phenomenonunder study. The study of the collisions
with drops is donein the length scale characterizing the "range" of such interactions,
andtaking a Maxwellian as a first approximationto the electron, ion andatom distribu-
tion functions. Taking successivemomentsof the Boltzmannequations, the evolution
of these momentsis found(ona length scale much larger than the one characterizing
the collisional operators). From such ananalysis a generalization of the condensation
andof the nonequilibrium ionization theories resulted.

1. Condensation

It hasbeenfoundthat belowdegreesof ionization of approximately 2 per cent the
classical nucleationtheory1' 2 applies. At pressures of ~1/100 of an atmosphere, a
critical supersaturation ratio of ~5 is found.

For higher degrees of ionization, the drops will tend to be negatively charged,
thereby increasing the number of ions condensingper unit surface and the time by a
factor of s., which canbeas high as 50 for small drops of nucleation size. An effective1
supersaturation ratio then has to be introducedwhich will be expressedby

I isi_l)Ni__]{Sa)ef f= S a 1 + Na+-NT-ij,

where S a is the classical supersaturation ratio, N. and N the ion and atom number den-1 a

sities. For Ni/N a = 2 per cent, it is seen that (Sa)eff/S a is approximately 2.

Given a supersaturation ratio, the critical size for nucleation is also decreased,

because of the electrostatic pressure term. This effect is less important, however, than

the preceding effect. The drop growth is, as usual, limited by heat transfer from the
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drops. In particular, for very high electron densities, the growth rate is further reduced
becauseof theenergy released by ion-electron recombination on the drop.

2. Ionization

For a givendegreeof moisture, two important plasma regimes canbe identified, as
shownin Fig. XII-19.

Potassium vapor I% wet, 1/10 atmosphere total pressure

1026

1024 Y'_/_

Region o)

i0 z2

E "_ 1,_, .._-_eff 4 _

_c// r/t/co� electr --
._ 1020 ._
_, _, _ nS/ty

,o 'e "",i, "" mo_,_Flis_.____ _o -

io_4 I I I I I I _-

I I0 I0z 103 104 I0s I0 e 107 108
Atoms per drop

Fig. XII-19. Plasma regime classification for wet potassium vapor.

High electron densities: When the mean distance between drops is much larger than

the Debye shielding length, most of the plasma consists of a region in which the electron

and ion densities are equal. Drops are shielded from each other by sheaths.

Low electron densities: The Debye length is much larger than the mean distance

between drops, so that an electron interacts simultaneously with a large number of

them. In Fig.XII- 19 the limits for the liquid-drop model are presented, as well as those

for the MaxwelZization of the electron distribution function through electron-electron

encounters.
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For high electron densities the rLte atwhich drops charge is much faster than their
evolution in size. Hence, at every instantan equilibrium distribution with charge can
be assumedfor the drops, together with anionization equilibrium.

The study of the steady-statedistribution of drops with charge showsthat they will
bepredominantly negative in charge, the steady-state regime being reachedwhenthe
number of electrons andions condensingper unit time is equal. This leadsto a decrease
in the electron condensationrate by a factor which for potassium at 1/100 atmosphere
is ~30, andthe ion condensationrate increases by a factor s. = 10. The right-hand side1
of the continuity equationfor electrons is thenset equalto zero so that

RionizNe[(Ne}2 N2] -- /kT aSaha- e] + ND4_RZsi _/ _ (N_-Ne)= 0"

Here, we have supposed atom ionization by electron impact and three-body recombination

in the presence of an electron, (Ne)Saha being the local electron density as evaluated

through the Saha equation at the local electron temperature, and Rioni z an ionization rate

constant evaluated by Byron and his co-workers 3 for potassium, which is a function of

the electron temperature. N D is the drop number density, 4_R 2 their mean physical

surface, T a the atom temperature, and N i has the dimension of a number density and"

characterizes ion evaporation from drops.

For a dry vapor, N D = 0, so the N = (N e) as expected from Kerrebrock's two-4 e Saha'
temperature model theory. For a wet vapor, it is convenient to set

N N.*
e i

_e - _i =
{Ne} Saha {Ne} Saha

kT a
(4=R-Z)SiND %/ Z-_-mm

a

Rioniz (Ne) _aha
= <_si)f(Te) '

where the gas temperature is supposed to remain constant, and _ is the degree of mois-

ture defined as

NDg

_= N
a

#

The term ']i in general is very small for the vapor pressures (and hence temperature}

that we shall consider {approximately 10-6), so that the continuity equation which is now

written
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2 ni
1 -_]e = K -

has the following solutions

2
K<I _e_l -K

K> 1 _e_i <<i.

The transition from one solution to the other as K goes through the value of one is very

sharp as exhibited in Fig. XII-Z0, which represents an evolution at constant electron

temperature and constant mean radius, the degree of moisture being variable. This

10-2

"_ 10-3

__ 10.4

10-5

10-6

10.7

Soha equation

-r/i_

[ I (_crit.}

Fig. XII-Z0.

2

Degree of moisture

Typical electron density variation with degree
of moisture at constant electron temperature
and mean drop size.
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behavior can be stated in the following way. Given an electron temperature and a mean

drop size, there exists a critical degree of moisture above which nonequilibrium ioni-

zation cannot be sustained. (We may also alternatively for a given degree of moisture,

drop radius, and pressure define a critical electron density; this is represented in

Fig. XII-19.) The condition under which an electron temperature can be maintained

above the gas temperature can be found through the energy equation which is written,

where J is the current density and _ the electrical conductivity,

/8kT e -- / kTa
3 k(Te_Ta) + ND4_RZsi Ne(eVi) + QR"j2 m---9-eSe(NaQea+Niqei ) _/ _m e Z J-$--= 6ma

Here, the joule heating is seen to be balanced by the energy loss terms. The elastic

energy loss with atoms and ions is represented by the first term on the right-hand side.

The second term represents the inelastic energy loss due to electron-ion recombination

on drops (V i is ionization potential}, and the last term represents the energy loss by

io s

io 2

10

o
E
_10 °

-0
E

3
IO-I

10-2

I 1
p=O.892 x 10-2 atmosphere
T-----_700 -0K
Tube diameter D=7.94mm

/
No radiation /

correction_ /

l

/

...f

//

/

io-3
,o' ,o2 ,o3 14 id ,d

CurrentdensityAmp/m 2

Fig. XII-Z 1. Electrical conductivity of dry and wet

potassium vapor vs current density

(Seff~2).
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radiation. For a monatomic alkali metal vapor 5 is equal to 2.

As the first and second terms on the right-hand side are proportional to the electron

density, N e, an effective energy loss parameter 5ef f can be defined so as to put the

inelastic drop losses in a form comparable to the elastic losses. The value 5ef f = 4

corresponds to equality of the two terms and is represented in Fig. XII-19. This was

selected as a reasonable maximum allowable value for an MHD generator.

With this model, it has been shown that for the degrees of moisture considered here

(a few per cent), the total cross section for momentum exchange between electrons and

drops is much smaller than the cross section with atoms and ions. Hence, changes in

conductivity will be due primarily to changes in electron density, and the Hall parameter

is practically unaffected by condensation.

The expected behavior of • versus current density J is presented in Fig. XII-21. The

branches corresponding to the departure from the dry state have a slope equal to 2 on

the log (_) vs log (J) plot. This is due to the fact that as K approaches 1, the electron

temperature on this branch remains almost constant but the electron density decreases.

This causes both elastic and inelastic losses to decrease so that the energy equation for

these branches is approximately

j2
7 = QR = constant.

This remains valid as long as the first two excited states for atoms, which give most of

the contribution to the radiation term, are in equilibrium at the electron temperature.

3. Experimental Results

Experiments were conducted for a dry potassium vapor. The experimental apparatus

has been described in a previous report, 4 in which Hall parameter measurements were

seen to be in good agreement with the theoretical predictions based on a cross section

of 250 /k for potassium. More refined electrical conductivity measurements were made

for the dry vapor. Some characteristic results are presented in Fig. XII-22. The agree-

ment with theory is seen to be quite good except at high current densities for which,

owing to the low pressure (1/100 atm), the joule heating of the gas is quite important.

At very low current densities, the measured electrical conductivity is abnormally high.

This has been reported elsewhere 5 in connection with electrical conductivity measure-

ments of argon-seeded plasmas.

For a wet vapor, due to the fact that the kinetics of condensation at this pressure is

very slow, condensation was started before the test section entrance. Supersaturation

ratios as high as 7 have been observed, in the absence of ionization, which suggest that

nucleation in this case is correctly predicted by the classical nucleation theory. 1' 2

Measurements of electrical conductivity in a wet vapor are difficult because of the
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joule heating of the gas which at high current densities tends to evaporate the drops. At

current densities of ~1 amp/cm 2, the voltages at the inlet of the test region increased

because of the effect of condensation. Only a semiquantitative comparison with theory

can be made by plotting the average electrical conductivities in the interprobe space.

This has been done and is presented in Fig. XII-23, in which a good qualitative agree-

ment with theory is seen to exist (compare with Fig. XII-21).

J. L. Kerrebrock, M. A. Hoffman, A. Solbes
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E. BRAYTON CYCLE MAGNETOHYDRODYNAMIC POWER GENERATION

The research reported here was undertaken to obtain a thorough understanding of

closed Brayton cycle MHD power generation and to provide data for comparison with

other competitive power generation techniques. The current state of the art in magnetics,

reactor design, and high-temperature materials technology has fixed upper limits on the

operation of the cycle and its components. Results of the analysis indicate the feasibil-

ity of the cycle for terrestrial applications. The MHD Brayton cycle is not competitive

with Rankine cycle systems now in operation, because of large refrigeration require-

ments necessary for operation of superconducting coils that provide the generator's mag-

netic field.

1. Brayton Cycle Magnetohydrodynamic Power Generation

A detailed analysis has been undertaken to determine the feasibility of closed Brayton
l

cycle ms.gnetohydrodynamic power generation. The two primary constraints on such a

system- the maximum available stagnation temperature from the heat source, and the

minimum generator exit temperature below which efficient power generation is impos-

sible --have been determined in the light of current technological capabilities.

Operating with a maximum stagnation temperature in the range of 1500°K from a

gas-cooled nuclear heat source requires nonequilibrium conductivity considerations for

the working fluid. The coupled working fluidrequirements of compatibility with a nuclear

environment and satisfactory electrical conductivity (in excess of 100 mhos/meter)

result in the selection of neon seeded with cesium as the working fluid. Heat-transfer

considerations would favor a helium-cesium mixture; however, the electrical conductiv-

ity of this mixture is unsatisfactory at operating pressures of approximately 15 arm

which yield acceptable heat transfer areas in the heat source and sink.

Cycle operation with the neon-cesium mixture is feasible with the indicated maximum

stagnation temperature and current density levels of 1.0 • 105 to 3.0 • 105 amps/m 2 in

the MHD generator. The magnetic field intensities necessary to sustain these current

density levels range from 7.5 to 20 webers/m 2, and thus require superconducting coils.

The minimum cycle heat-rejection temperature is in the range 300-400 °K, with the result

that space application of this system would be unsatisfactory. The heat-rejection temper-

ature is too low for efficient utilization of space radiators. Terrestrial operation of

the system is feasible with cycle efficiencies in the range 39-49%. The analysis yielding

this range of efficiency has considered viscous dissipation in the high velocity flow

through the MHD generator, nonisentropic operation of the cycle diffuser and compres-

sor, and utilization of the rejected heat as the heat source for a secondary cycle. Power

from this secondary cycle must be utilized to drive the Brayton cycle compressor, since

the compressor power is a significant fraction of the electric power output, and cannot
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be efficiently suppliedfrom the primary Brayton cycle. Additional restrictions on this
analysis includeoperation of the secondarycycle at an efficiency of 40%,andneglect of
power requirements for refrigeration of the superconductingcoils.

Although theanalysis indicates feasibility of the MHD Brayton cycle, the system is
not competitive with Rankinecycle systems using water as the working fluid and operating
conventionalgenerators. Theunattractiveness of the MHD system stems from the low
electrical conductivity of the working fluid at thermodynamic states compatible with
available heat sources. As a result, high levels of the applied magnetic field are
required, sustainableonly with superconductingcoils. The refrigeration requirements
for suchcoils degradesthe otherwise acceptable cycle efficiency to an uncompetitive
level.
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A. WORKCOMPLETED

[Titles followed by a dagger (_) are thesesthat were supervised by members of this

group, although the work was not sponsored by the Research Laboratory of Electronics.

Summaries are included because they might be of interest to workers in this field.]

1. BIOELECTRIC CONTROL OF PROSTHESES

This study has been completed by R. Alter. In August 1965, he submitted the results

to the Department of Electrical Engineering, M.I.T., as a thesis in partial fulfillment

of the requirements for the degree of Doctor of Science. This study will appear as

Technical Report 446 of the Research Laboratory of Electronics.

A. G. Bose

2. FUNCTIONAL ANALYSIS OF SYSTEMS CHARACTERIZED BY NONLINEAR

DIFFERENTIAL EQUATIONS

This study has been completed by R. B. Parente. In August 1965, he submitted the

results to the Department of Electrical Engineering, M.I.T., as a thesis in partial ful-

fillment of the requirements for the degree of Doctor of Philosophy. This study will

appear as Technical Report 444 of the Research Laboratory of Electronics.

Y. W. Lee

3. OPTIMUM LAGUERRE EXPANSION OF SYMMETRIC Nth-oRDER FUNCTIONS

This study has been completed by J. W. Giffin. In August 1965, he submitted the

results to the Department of Electrical Engineering, M.I.T., as a thesis in partial ful-

fillment of the requirements for the degree of Master of Science.

M. Schetzen

*This work was supported in part by the Joint Services Electronics Program (Con-
tract DA36-039-AMC-03200(E)), the National Science Foundation (Grant GP-2495), and
the National Aeronautics and Space Administration (Grants NsG-334 and NsG-496).
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4. SOMEPROBLEMSIN THE STUDY OF NONLINEAR SYSTEMSWITH
FEEDBACKLOOPS_

This studyhas beencompletedby Cynthia L. K. Whitney. In August 1965, shesub-
mitted the results to the Departmentof Electrical Engineering, M.I.T., as a thesis in
partial fulfillment of the requirements for the degreeof Master of Science.

M. Schetzen

5. MEASUREMENTOF VOLTERRA KERNELS OF A NONLINEAR SYSTEM
OF FINITE ORDER

This study has been completed by T. Huang. In August 1965, he submitted the
results to the Departmentof Electrical Engineering, M.I.T., as a thesis in partial ful-
fillment of the requirements for the degreeof Master of Science.

M. Schetzen

6. SEVERALADAPTIVE BINARY DETECTION PROBLEMS_

This study has been completed by D. W. Boyd. In August 1965, he submitted the
results to the Departmentof Electrical Engineering, M.I.T., as a thesis in partial ful-
fillment of the requirements for the degree of Master of Science.

H. L. Van Trees

7. DIGITAL SIMULATIONOF ANALOG MODULATION TECHNIQUESOVER THE
RAYLEIGH CHANNEL_

This studyhasbeencompletedby T. J. Cruise. In June 1965, he submitted the
results to the Departmentof Electrical Engineering, M.I.T., as a thesis in partial ful-
fillment of the requirements for the degreeof Master of Science.

H. L. VanTrees

8. SPACE-TIME SIGNAL PROCESSING

This studyhas beencompletedby K. Grace, Jr. In August 1965, he submitted the
results to the Departmentof Electrical Engineering, M.I.T., as a thesis in partial ful-
fillment of the requirements for the degreeof Master of Science.

H. L. Van Trees

9. ANALOG COMMUNICATIONTHROUGHSEPARABLE MULTIPATH CHANNELS
CHARACTERIZEDBY TIME-VARYING PATH DELAYST

This studyhasbeencompletedby R. R. Kurth. In August 1965, he submitted the

results to the Department of Electrical Engineering, M.I.T., as a thesis in partial ful-

fillment of the requirements for the degree of Master of Science.

H. L. Van Trees
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10. PREDISTORTIONIN NO-MEMORY FILTERING AND IN QUANTIZATION

This studyhasbeen completedby M. O. Pace. In June 1965,he submitted the results
to the Departmentof Electrical Engineering, M.I.T., as a thesis in partial fulfillment
of the requirements for the degree of Master of Scienceand the degreeof Electrical
Engineer.

V. R. Algazi

11. A STATISTICAL STUDY OF VLF ATMOSPHERICNOISE_

This studyhas beencompletedby R. A. Grant, Jr. In August 1965,he submittedthe
results to the Department of Electrical Engineering, M.I.T., as a thesis in partial ful-
fillment of the requirements for the degreeof Master of Science.

V. R. Algazi

B. DETERMINATIONOF OPTIMUM NONLINEARSYSTEMSFOR GAUSSIAN
INPUTS BY CROSSCORRELATION

1. Optimum Systemswith White GaussianInputs

In the Wiener theory of nonlinear systems, the input, x(t), of a system A, as shown

in Fig. XIII-1, is a white Gaussianprocess. The output, Ya(t), of the system is repre-
sentedby the orthogonalexpansion

o0

Ya(t) = _ Gn[hn, x(t)] (1)

n=0

in which (hn) is the set of Wiener kernels of the nonlinear system A, and {Gn) is

a complete set of orthogonal functionals. The

orthogonal property of the functionals is

x(t) A ),a(t) expressed by the fact that the time average
Gm[h n,x(t)] Gn[h n,x(t)]= 0 for m ¢ n. The

power density spectrum of the Gaussian
K

input, x(t), is Cxx(_) = _ watts per radian
Fig. XIII-1. Nonlinear system with

white Gaussian input, per second so that the autocorrelator function

of the input is _XX(T) = KMt(T) where _(v) is

the unit impulse function.

If the desired output of the nonlinear system A is z(t}, the error, _a(t), is

_a(t) = z(t) - Ya(t) (2)

We shall show in this report that the Wiener kernels of the optimum nonlinear system A

for which the mean-square error, £a(t), is a minimum are given by
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hn(al ..... (;n) = f_

z(t} x(t-a 1) ... x{t-a n} _i >_ 0

otherwise

i = I,Z ..... n

n = 0, i,2 .... (3)

except when two or more ats are equal.

To show this result, let us write the nth-degree functional with x(t-_ 1) ... x(t-a n) as

the leading term in an orthogonal set {nn[k n, x(t)]} as

Ho[k o,x(t)] = 1

Hn[kn, x(t)] = _... _kn(T1 ..... Tn) x(t--T1) . . . x(t--Tn) dT 1. . .dT n + F

n= 1,2,3 ....

(4)

in which F is a sum of homogeneous functionals of degrees lower than n and

kn(T 1..... Tn) : U(T i--_I) """U(Tn-en) ;
(5)

in which u(t) is the unit impulse function. It has been shown 1 that

Ya(t) Hn[k n, x(t) ] = n ! Knhn(_ 1 ..... an) n= 0, I,,Z.... (6)

in which there are no restrictions on the a's.

Now construct the system A with the Wiener kernels given by

I? z(t) x(t} ] ;

t K n Hn[kn'

hn(e 1 ..... a n) =

any a i < 0

a. >_ 0 n= 0,1,Z ....
i

(7)

This system is the optimum nonlinear system. To show this, we first observe from (6)

and (7) that by our construction A,

Ya(t) Hn[kn, x(t)] : z(t) Hn[k n, x(t)] a i >_ 0
n= 0,1,Z .... (8)

so that from (2)

Ea(t) Hn[k n, x(t)] = 0 for _i >_ 0 n= 0, I,Z ..... (9)

Equation 9 implies that

Ca(t) x(t-_l) ... x(t-an) = 0 for _i >_ 0
n = 0, I,Z .... (I0)

This is easily seen by induction from Eqs. 4 and 9, since
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£a(t) Ho[k o, x(t) ] = £a(t) = 0 (11)

Ea(t ) Hl[kl,X(t)] = £a(t) x(t-_ 1) = 0; _1 >/0 (12)

For n= 2 inEq. 9

Ea(t) H2[k 2,x(t)] = Ea(t) x(t-_ 1) x(t-_ 2) + £a(t)F

= 0 for _1,_2 >/ 0 (13)

Since F in Eq. 13 is the sum of homogeneous functionals of degrees less than 2, we have

from (11) and (12) that in Eq. 13, Ea(t) F = 0 and thus

£a(t) x(t-_l) x(t-_2} = 0 for _r1,e2 _ 0. (14)

By continuing in this manner, the validity of Eq. 10 for any value of n can be estab-

lished. We note that Eq. 10 implies that the average of the product of £a(t) with any

realizable functional of x(t) is zero, since

;°
---- ° , °

gn(T1 ..... -rn) x(t-v 1) . .. x(t--T n) d_" 1 • • . dT n

gn(T1 ..... Tn) Ca(t ) x(t--T1) . . . x(t--Tn) dT 1 . . . dT n = 0. (15)

By use of this result, we can now show that no other nonlinear system of the Wiener

class can have a mean-square error smaller than Ea(t} so that the System A is the opti-

mum system. To show this, we consider another system B with the output Yb(t) for the

input x(t). Let {gn} be the set of Wiener kernels of System B so that

O0

Yb(t) = _ Gn[g n,x(t)].

n=O

, obtained when using System B is

Eb(t) = z(t) -Yb(t)

= z(t) - Ya(t) + Ya(t) - Yb(t)

= Ea(t) + Ya(t) - Yb(t).

The mean-square error thus can be written

The error, Eb(t)

(16)

(17)
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Eb(t) = E2a(t) + [Ya (t) _Yb (t) ]2 + 2Ea(t)[Ya(t)_Yb(t)].

Now

CO

Ya(t) - Yb(t) : _ Gn[hn-g n,x(t)].

n=O

Thus by use of Eq. 15, the last term of Eq. 18 is zero and

(18)

(19)

Eb(t) = E2a(t)+ [Ya(t)-Yb(t)]2. (20)

From Eq. 20, E_(t)u is a minimum if Yb(t) = Ya(t) which implies that System B is identical

with System A. Thus no other system can have a mean-square error smaller than EZ(t)
a

and System A with the Wiener kernels given by Eq. 7 is the optimum system. If no two

_'s are equal, it can be shown that F in Eq. 4 is zero so that Eq. 3 follows from Eq. 7

and our result is proved.

To develop a procedure of measurement that is valid for all values of the a's,

we need not construct the functional F in Eq. 4. The restriction in (3) on the equal-

ity of the ¢'s arises from the presence of G-functionals of order lower than n which

produce an impulse when two or more _'s are equal. 1 For example, the restriction

in the determination of h 2 is due to G o which produces an impulse when a 1 = _2"

From (3), Go[h o,x(t)] = z(t). Hence if we subtract G o from the desired output, we
have

---!--1 {z(t)-Go[k o, x(t)]} x(t-_l) x(t-c2)hz(_l,a 2) = 21K 2

• i,_2 >I 0 including a I = _2" (21)

In general, when we determine the nth-order kernel, all of the lower order kernels

have been determined so that all of the G-functionals of order less than n could be

formed. For the determination of hn, instead of (3) we would have the unrestricted

expression

{z_ 1 (t)-
hn(_ 1 ..... Cn ) n lK n

m=0
Gm[h m, x(t) ]} x(t-_ 1 ) . .. x(t-_ n)

_.>_0
1

in which there is no restriction on the equality of the _'s

i= 1,2, .... n (22)
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2. Optimum Systems with Non-White Gaussian Inputs

The theory that has been presented can be generalized to the case for a non-white

Gaussian process. Consider that the optimum nonlinear system N shown in Fig. XIII-Z

is to be determined for a desired output z(t) and an input, v(t), which is a non-white

Gaussian process for which the power density spectrum is factorable, z It can be written

(23)

in which ¢+vv(¢°) is the complex conjugate of Cvv(¢0); also all of the poles and zeros of

¢+ (_) are in the left-half of the complex s-plane in which s = e + j_. Thus _+ (_) and
w V'V

1
_ are each realizable as the transfer function of a linear system. We then can
¢+ (_o)

vv

v(t) N
Ya (t)

Fig. XIII-Z. Nonlinear system with non-
white Gaussian input.

v(t)
kl(t)

r
I

I

x(t) 'l

A

k2(t ) v (t) N
yo(t)

Fig. XIII-3. Equivalent form of the nonlinear system N.

consider the system of Fig. XIII-2 in the equivalent form shown in Fig. XIII-3 in which

the transfer functions of the two linear systems kl(t) and kz(t) are

1 (z41
Kl(¢0) - ¢+ (¢o)

w

and

K2(¢o) = ¢+vv(¢O) (251

Also as shown, the system A is the system formed by the tandem connection of the linear

system kz(t) and the system N. We observe that x(t), the input to the system A, is a

white Gaussian process whose power density spectrum is 1 watt per radian per second;
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the outputof the system A is Ya(t). The Wiener kernels of the optimum nonlinear sys-

tem A for whichthe mean-squareerror, _2a(t)= [z (t) -Ya (t) ] 2 is a minimum, according

to Eq. 3, are

(2Tr) n

hn(_ 1 ..... _n ) = _ z(t) x(t-_l) ... x(t-_n) for _i >I 0 i= 1,2 .... ,n

n= 0,1,2 ....

(26)

except when two or more _'s are equal. The resulting system N is the optimum non-

linear system. To show this, we first observe that

£a(t) v(t-_l) ... v(t-a n) = 0 for _i >-"0 i= 1,2 .... ,n

n= 0, i,2 .... (27)

This result is obtained by substituting the relation

v(t) = k2(_) x(t-_) d_ (28)

in Eq. 27 and making use of Eq.

that given for a white Gaussian process, it is easy to show that no other system can have

a mean-square error smaller than _a(t) so that the system N is the optimum system.

The desired crosscorrelation function of Eq. 26 can be expressed in terms of only

v(t) by substituting the relation

x(t) = kl(_ ) v(t-o') d_ (29)

in Eq. 26. The result is

z(t) x(t-e 1) . .. x(t-_ n) = kl(T1) d-r 1 . . . kl(-rn) d'r n z(t) v(t--_I--T 1) . .. v(t-_n-'rn).

(30)

other forms and interpretations for this crosscorrelation function have been given else-
3

where.
M. Schetzen

10. By the use of Eq. 27 and an argument identical with
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C. USEFUL APPROXIMATIONS TO OPTIMUM QUANTIZATION

The quantization of random signals has been considered by Max 1 and, more recently,

by Bruce. 2 Max considers the selection of an optimum step size in a uniform quantizer

and also the determination of the optimum nonuniform quantizer and carries out compu-

tations for a Gaussian input and a mean-square distortion measure. Bruce gives a com-

puter algorithm for the determination of the optimum nonuniform quantizer for an

arbitrary distortion measure. These exact approaches to quantization give little insight

and confront someone who has a new quantization problem with a considerable amount of

digital computation. Schteyn 3 and Roe 4 have proposed approximations to the optimum

nonuniform quantizer which are of practical interest. In this report we present useful

approximations to the optimum quantizer and to the resulting distortion in uniform and

nonuniform quantization for arbitrary distortion measures.

1. Uniform Quantization

The equation for the quantization step that minimizes the distortion has been given by
1

Max and can be solved on a computer by an iterative procedure. Here we obtain a

simple solution by using the following facts.

1. The first-order effect will be due to the truncation of the tail of the distribution.

Z. Except for the tails, the probability density of the signal can be simply approxi-

mated between successive quantization steps.

p_ (×)

__ INPUT LEVELS

x k _ x k+_(1

QUANTIZER OUTPUT LEVELS

Fig. XIII-4. Uniform quantizer.

Consider Fig. XIII-4 which illustrates the problem. It is clear that a difficulty in

selecting the step size will occur whenever the signal probability density has a long tail.

Let D k be the conditional distortion whenever the input signal, x, is between the input
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quantizer levels of xk andXk+ 1, and let the probability of this event be Pk" Let W(e) be

an even error-weighting function and W l(e), its antiderivative. Then D k is given approx-

imately by

D k = q

in which q is the size of the uniform step. This result is easily obtained by assuming

that the Ps(X) is well approximated by a straight line between x k and Xk+ 1. Since D k is

independent of k, we have

D-- _ PkDk+ PTDT

k

(z)

in which D T is the distortion in the tails. Let PT be the probability of the tails. We

have then

pk = 1 -PT

k

from which we obtain

f N1 ]2W 1 _- _ q co

q - Ps(X) dx- -I Ps(X) dx
-oo 2 q

N-I

$7 nw[x+ ;.:, w[x
- Z q

N - 1 | dx
_- q] Ps (x)

(3)

when Ps(X) is even we have the simpler expression

PJ[; 1; ED = ZW I _ - Z -I Ps(X) dx + Z -I W x-

2 q 2 q

N-I ] dx.f q Ps (x) (4)

Equation 4 is an approximate expression for the distortion as a function of the

step size and has to be minimized by proper choice of q. We could formally set

the derivative equal to zero, but it is generally quite simple to obtain D as a func-

tion q and get an idea of the sensitivity of the distortion to the step size. In

Fig. XIII-5 we give as an illustration the distortion versus the quantization range
N-1

x- Z q for a Gaussian probability density, a mean-square distortion measure,

and 8 quantization steps. We observe that the curve has a well-marked minimum

and that the proper choice of step size is definitely worthwhile. Equation 4 gives
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0,6 -

0.5

D
0.4

0.3

I I
1.0 2.0 3.0

X

Fig. XIII-5. Distortion vs quantization range.

minimum distortions in good agreement (within 0.2 db) with the exact values given

by Max for a Gaussian probability density.

2. Nonuniform Quantization

We consider the nonuniform quantizer to be the cascade of two nonlinear devices and

of a uniform quantizer as shown in Fig. XIII-6. For a given uniform quantizer and a

given signal probability density Ps(X) the two nonlinear devices f( ) and g( ) are chosen

fix

N-I

-Tq

l.x
X

NONLINEAR DEVICE

N-I

2f,,i

I
I

N-1
N-1

2 q

UNIFORM QUANTIZER

:- fix)

(y)

_y
N-I

--q
2

NONLINEAR DEVICE

Fig. XIII-6. Nonuniform quantizer.

so as to minimize the distortion D = E{W[s-g(y)]7. The distortion D is made up of two

parts: {i) distortion D obtained within the range of the uniform quantizer, and (ii) dis-
n

tortion in the tails D T for which the nonlinear devices f( ) and g{ ) are completely

ineffective.

The distortion D n can be conveniently discussed in terms of an analog model in which
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the uniform quantizer is replaced by additive noise. Weobtain an expression for the
N--l

minimum Dn asa function of X such that f(X) = _ q. The optimum selection of X is

then done as for uniform quantization by trading off between D n and D T.

-_ f( ) g()

NONLINEAR DEVICE NONLINEAR DEVICE

Fig. XIII-7. Analog model.

Consider the analog system shown in Fig. XIII-7. The additive, statistically inde-

pendent noise, n, models the effect of the uniform quantizer. Note that Widrow 5 has

shown that the quantization noise was independent of the signal for a large number of

quantization levels, Here again the nonlinear devices f( ) and g( ) are chosen so as

to minimize the distortion.

D n = E{W[s-g(y)]}.

To keep the problem relevant to quantization we shall assume that the noise is small,

and it can then be shown that f( ) and g( ) are inverses.

We can now solve easily the analog filtering problem. We write

Dn: yy W{g[f(x)+i3]-x} Ps(X)pn(_)dxdl3. (5)

For small noise we have

g[f(x) +_] = g[f(x) ] + _g' [f(x) ].

But since f( ) and g( ) are inverses

1
g[f(x)] = x g'[f(x)] - f,(x)

and we have

D n = W _ Ps(X) pnqS) dxd_3. (6)

To proceed with an arbitrary error-weighting function W(e) we have to model the
5

noise as uniform from -q/2 to q/g; again, this is a reasonabie model quantization noise.

Then we carry out the integral with respect to f3 and use the calculus of variations to

minimize D n by proper choice of f(). More specific results can be obtained whenever

w _ = wb] w (7)
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which is the class of error-weighting functions W(e)= I el c. We have then

Dn= _ I_lc pn(_)d_ ,_ ps(x)
[f'(x)]c dx. (8)

It can be shown by the calculus of variations that D n is minimized by taking

1

f(x) = K 1 _ [Ps(X)] c+l dx + K z (9)

which corresponds to Roe's expression for the approximate quantizer. The constants K 1

and K z have to be chosen to give the best fit for the quantization problem. Roe examines

the behavior of the exact quantizer for a large number of levels and large inputs (mean-

square error) and determines accordingly the approximate quantizer. Pace 6 selected

the constant so as to match the exact two-level quantizer. We proceed here as for uni-

form quantization and obtain an approximate expression for the resulting distortion. Note

that under the approximation that the probability density at the input of the uniform quan-

tizer is piecewise linear, we have again

_ [[3[ c pn([3) d_ -
ZW 1 q

q zC(c+l)

Now we select K 1 and K z in Eq. 9 to give the total range of the uniform quantizer. From

Fig. XIII-5 we have

f(xz) - f(xl) = (N-l)q

from which we get

1

(N-l) q[ps(X)]c+l
(I0)

f' (x) = 1

_x_Z [Ps(X) ]c+---'i dx

and by substituting Eq. 10 in Eq. 8 we obtain

I_x 1 dxl c+l
1 xz ]c+l= [Ps (x) . (I1)

Dn 2C(c+I) (N-I) c 1

If we take into account the probability of occurrence of D n and D T, we have
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D = Dn - _ Ps(X)dx- Ps(X)dx + Xl [x_xl[c Ps(X) dx
o0

2

l -x21° dx- Ps (x)

2

(iZ)

For an even signal probability density we have x z = -x I

D =

= X, and

c+l

2 [Ps(X)]c+l d 1 2 Ps(X) dx
(c+I)(N-I) c

+2 Ix-x[c dxPs(X) (13)

which has to be minimized by proper choice of X. Once X is determined, we have

1

SO _ ]c+1(N-l)q [Ps(a) da

f(x) = 1 (14)

2 [Ps(a)]c+l da

Note that the step size of the uniform quantizer will not affect the resulting nonuniform

quantizer.

As an example we consider a Gaussian signal, mean-square error and 8 quantization

steps. The distortion versus X is shown in Fig. XIII-5, and its minimum is in good

agreement with the value given by Max.

3. Uniform Versus Nonuniform Quantization

By comparing the distortion for uniform and nonuniform quantization in Fig. XIII-5,

it appears that there is little to be gained by nonuniform quantization and the added com-

plexity in equipment. To discuss this point more generally we consider again Eqs. 4

and 13. If we rewrite Eq. 4for W(e) = lelC and take X= N-1 q we have for uniform

quantization

Du- (N-I)(c+I) 1 - 2 Ps(X) dx + 2 [x-X[C Ps(X) dx. (15)

By comparing Eqs. 15 and 13, we see that the two expressions are quite similar except

for the two factors

F Axe=
U
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I_: 1 -]c+l= ]c+l dx] .
Fnu A 2 [Ps(X)

The factors F and F affect the distortion within the quantization range. It can be
u nu

shown that Fnu is maximized by a signal probability density Ps(X) that is uniform between

-X and X. We then have Fnu = X c as expected. An indication of the effect of nonuniform

quantization can be obtained by forming the ratio F(X) = Fnu/F u of the quantization

errors within the quantization range. For a Gaussian Ps(X) and large X we obtain

c+l

[2,, 2(c+1)] 2
F(X) -

X c

Since F(X) goes to zero as X goes to infinity, we obtain a large improvement in distor-

tion by nonuniform quantization as N goes to infinity. Note, however, that Dnu/Du = 0.7

for N = 36 and c = 2; therefore, the asymptotic behavior is not too meaningful here.

V. R. Algazi
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D. TIME JITTER IN TUNNEL DIODE THRESHOLD-CROSSING DETECTORS

In Quarterly Progress Report No. 78 a model was presented which describes the

time jitter arising in a tunnel diode threshold-crossing detector. 1 Analysis of the model

by dimensional methods indicated close agreement with experimental observations. Since

then a more complete and exact analysis of this model has been performed with the help

of the IBM 7094 computer. It has been predicted that the jitter should have a Gaussian

distribution. The mean and standard deviation of this distribution is related to the
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shot noise that is present near the peakof the tunnel diodei-v relation, to the slope of
the input signal, and to other circuit parameters. This predicted behavior agrees
closely with experimentalmeasurementsmadethus far.

In this report we shall outline the methodused in analyzing the model, discuss the
derived results, and present comparisons of these results with experimental obser-

vations.

1. Model for Predicting Switching Jitter

The model 1 used for predicting the switching behavior is shown in Fig. XIII-8. The

circuitry to the right of the input current source is a commonly accepted model for the

.(t)

WHITE SHOT NOISE OF
SPECTRAL HEIGHT

q 1" eff

Fig. XIII-8. Equivalent-circuit model for tunnel-diode threshold detector.

tunnel diode. 2'3 Lead inductance and resistance are neglected. We consider i(v), the

familiar static tunnel diode i-v curve, to be an instantaneous relation between i and v.

The total capacitance across the junction, C(v), is considered to be constant and equal

to C in the vicinity of the current peak. Ieff is the effective shot noise current, and in

the region near the peak is approximately equal to the actual tunnel diode current.

Using Kirchhoff's current law, we may write for the network bf Fig. XIII-8

dv
C -_ + i(v) = at + n(t). (1)

If we translate our coordinate system so that its origin is at the peak of i(v) and fit a

parabola to the curve at that point, we obtain a new i-v relation

i(v) = -kv z, (Z}

where k is a measure of the curvature at the tunnel diode peak, and v and t are under-

stood to be new variables. Substituting this new relation in (I), we obtain

dv -
C-d- _ kv z = at, (3)

where n(t) is white noise of spectral height, N o.

that the statistics of the jitter are derived.

It is from this "switching" equation
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2, Analysis of the Switching Equation (3)

By suitably grouping the parameters a, k, and C, we obtain the new dimensionless

variables

V' --
kCa/ v

1/3l u.\

t' = _-_) t (4)

N' = k N

o cZa o"

By substituting these variables in Eq. 3, we obtain the dimensionless equation

dv' v,Z t'+ n'(t'), (5)
dt' =

where n'(t') is white noise of spectral height N'.
o

A property of this equation is that if the right side is negative, then v'(t') will tend

to some stable finite value. If the right side becomes positive, then v'(t') will grow until

it reaches infinity at some finite time. We shall consider this to be the time at which

the tunnel diode switches and denote it by the variable T'.
S

For a given set of initial conditions and n'(t') = 0 the system will always "switch" at

the same time, T . When noise is added, however, T becomes a random variable,
S S

taking on values distributed around some mean. We shall call this distribution of T' S'

Fig. XIII- 9.

v'(t ')

:

d
>
=

Z

o/IIIIIi
I

I _-- t'

Ts = 2.33
DIMENSIONLESS " SECONDS "

Solution of the dimensionless switching equation with n'(t') = 0.
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PT' (T'; No), where v' is a range variable for T's- The distribution will depend on the
s

noise spectral height N' and also on the initial conditions.o

We shall henceforth take the initial conditions to be those for which the system would

be in "equilibrium" at a large negative time to:

v' = - _/_tol . (6)
o

These initial conditions ensure that the operating point essentially follows the curve i'(v')

until the region of switching is reached. The solution for these conditions and no noise

is shown in Fig. XIII-9.

With noise present the standard deviation and mean of T' will be functions of N'. We
s O

! ! ! !

shall denote these functions by CT(No) and Ts(No). The computation of these functions

will be described.

3. Computer Solution of the Switching Equation

The computation was performed using the Fortran language on the IBM 7094 compu-

ter. The dimensionless switching Eq. 5 was solved by using standard one-step differ-

ence methods. Noise was introduced by adding a random number at each iteration of

the difference equation. The random number sequence was obtained by using the

"RANNOF" routine. This routine generates a pseudo-random sequence of numbers that

are uniformly distributed from 0 to 1 and which, for our purposes, can be considered

to be mutually independent. The sequence was then adjusted to have zero mean and to

have a variance corresponding to a given spectral height N'.o
The computation was started far enough back in time, subject to the initial conditions

of (6), to ensure that the process would appear to have been going indefinitely. When

v'(t') became large enough to ensure that the noise would have negligible effect on the

future course of the signal, the computation was stopped and the final values of v' and

t' were substituted in an asymptotic form of the solution that is valid for large v'. From

this asymptotic form the switching time T s could be obtained.

N' was set to some specified value and this solution procedure was carried out
O

1000 times, resulting in that many values of the random variable T'. By means of stand-s

ard computing techniques the mean, standard deviation, and distribution of T' were' S

calculated. These statistics were obtained for N' varying over a range that was slightly
o

wider than that covered in the actual measurements.

4. Results of the Computation

Graphs of ¢_(No) and W--Ys(No) are presented in Figs. XIII-10 and XIII-11. The fact
, !

that VT(No) varies linearly with Nq_o indicates that the result obtained previously 1 by

assuming this linearity is valid at least over the range of the present computation. It
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is interesting that, on the average, switching occurs earlier as noise is increased. The

advance in the mean switching time is directly proportional to N'.
O

! !

It appears that Ts(No} is beginning to deviate from its linear behavior at large values

of N'. Since the required computation time increases with _ we have hesitated to
O O'

push the range further until we are certain that an analytic solution could not be obtained

by some other method. Knowledge of how this linear behavior breaks down (if it does}

would be useful for a complete description of the statistical behavior of the jitter.

Within the accuracy of the statistics, the distributions obtained were Gaussian. A

typical distribution is shown in Fig. XIII-lZ.

The functions ¢r_{N o} and "_'T 'Ts(No} can be approximated analytically from Figs. XIII-10

and XIII- 11 by

! !
O'T(N o) = A N,J-_o

and (7}

Ts(N o) = p- NN o,

where A, _, and _ are constants.

Using these forms, we can express the jitter distribution analytically as

PT' (T';No) = I exp - _- ('r'-P+¥N°)Z •

s
(8)

The behavior of PT' (v'; N o) with increasing noise is shown in Fig. XIII-13. It is inter-
s

esting to note that PT' (-r'; No) satisfies the equation for diffusion in a moving medium.
S

Thus far we have not been able to relate this diffusion equation to the switching process

in any fundamental manner.

m

5. Transformation of @_(N o) and Ts(N o) back into the Dimensional Domain

Using the relations of Eq. 4, we can transform v_(N o) and Ts(N o) back into the

dimensional domain and thus relate the jitter statistics to the circuit parameters a, C,

k, and N • Performing this operation, we obtain
O

ANI/Zkl/6

o (9)

a5/6cll 3
_T-

and

T s=13
(lO)
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The distribution of the jitter can be obtained as a function of the circuit parameters by

substituting _T and T s in the Gaussian distribution

2_r_- T Z -- - . (II)
_T

6. Comparison of Results with Experimental Observations

Using the value of A determined from Fig. XIII-11 and values of N O , C, and k cor-

responding to those existing in a circuit studied experimentally, we plot the relation

between CT and a expressed by Eq. 9. Experimentally measured points superimposed

on this curve are shown in Fig. XIII- 14.

Fig. XIII- 14.

e T

1o(}

10

_COMPU'rED FROM MODEL

I
0.I 1.0 I0 a 10()

SLOPE ( amps/sec )

Jitter standard deviation WT vs slope a: a comparison between behavior

predicted by model and experimentally observed behavior.

The experimentally measured distributions were Gaussian. 1 This observation is in

agreement with the results obtained from the model.

We have not yet checked the validity of (10) experimentally. Since a differential

method was used for measuring the switching jitter, all information concerning the mean

T was cancelled out.
S

This work was done partly at the Computation Center of the Massachusetts Institute
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of Technology, Cambridge, Massachusetts.
D. E. Nelsen
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E. NONLINEAR MINIMUM-MEAN SQUARE FILTERING WITH APPLICATION TO

ANALOG COMMUNICATION

The purpose of this report is to briefly describe an approach to nonlinear, minimum-

mean-square filtering and estimation and to mention some applications of the approach

which have been made to analog communications through randomly time-varying chan-

nels. The approach differs significantly from the linear, minimum-mean-square

approach of Wiener i and of Kalman and Bucy Z because the estimate is not restricted to

being a linear transformation of the observed process. On the other hand, the approach

bears a resemblance to the technique of Kalman and Bucy, rather than to the more clas-

sic technique of Wiener, because of the use of the state variable representation of ran-

dom processes. This representation is used because it is the most convenient way to

represent continuous Markov processes, upon which the approach is theoretically based,

and also because it allows the consideration of multilevel estimation problems without

any added theoretical or manipulative difficulties.

The results presented here are an extension of those of Snyder 3 for the scalar case.

The procedure closely parallels that used for the simpler case.

1. Notation

Underscored, lower-case letters denote column vectors and capital letters denote

matrices. Supperscript "v" and "-1" denote transpose and inverse. The exact and

approximate minimum-mean-square estimates of x(t) are denoted by __mv{t} and X__n*v{t),

respectively.

D[f(t:_x}] denotes the Jacobian associated with any vector f[t:x_{t)] whose components

are memoryless transformations of_x(t). The i-row, j-column element of D[f(t:x}] is

fj (t: x).8x i --
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Estimation Model andEquationfor X=v(t )2.

Define thetwo vector processes, x(t} andy(t), by

dx(t) = F x(t} dt + d×(t)

dy(t) = g[t:_x(t)] dt+ d_(t}

where the components of x_(t} and __(t) are Wiener processes and

E[x(t) xr(t)] = X min (t,u)

(1)

(z)

(3)

E[,](t)_]T(t)]= N min (t,u). (4)

Here, X_(t)and __(t) are assumed to be independent, g_[t:x(t)] represents a memoryless

transformation of x(t). As defined by (1) and (Z), x_(t) andy(t) jointly form a continuous

vector Markov process.
d

It is assumed that the observed process, r(t) = _-__y(t), is available from an initial

time, t 0, until the present time, t. The observed waveform is denoted by _r0, t"

Given r0,t we seek to determine __mv(t). An equation for__mv(t) can be obtained in

a straightforward way from the equation for the conditional probability density functional,

p(x;t Ir0, t ), correctly derived by Kushner. 4 Using the fact that __mv(t) is the conditional

mean, the result is

d__mv(t) = F __mv(t) + E[{X-_mv(t)}_g_T(t:x) ] N-l[dy(t)-Eg(t:x)dt], (5)

where the expectations are with respect to p(x;t]r0,t). An alternative expression for

_mv(t) can be obtained by substituting the multidimensional Taylor expansion for g_(t:x),

which is assumed to exist, in (5). The resulting expression cannot be solved nor readily
A

implemented. By assuming, however, that the error, x - Xmv(t), is small, an approxi-

mate estimate, Xmv(t), can be obtained. Keeping terms leading to the second moment

of the error, we obtain

_-Xmv(t) = F X_nv(t ) + VD :X_nv) N-l{_r(t)-g[t:X_mv(t)]}, (6)

where V = V(t) is an error-covariance matrix satisfying

I[< ">}I= N (t)-g_(t:_Xmv V.V(t) FV + VF T + X + VD D g t:X*mv
(7)

Under steady-state conditions (7) reduces to

I <t _ )lN-1DV[_g(t:X_v)lV0= FV+VF'r+X-VD g :x v
(8)
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in which the bar indicates time or ensemble averaging which are assumedto be
equivalent.

3. CommunicationModel

The communicationmodel is shownin Fig. XIII-15. a(t) and b(t) are definedby

da(t) = F a a(t) dt + da(t) (9)

db(t) = F b b(t) dt + d__{t), (10)

where the components of a(t) and _(t) are Wiener processes with the associated covari-

ance matrices A min (t,u} and B min (t,u), a(t) and b(t) can represent one or more

Gaussian processes occurring as messages and channel disturbances.

Lg_
OOu

/,- .................... -t--:----,+--'1

i I t ! ,, °1(')
--al(t)_ -- Sl [ t:g'(t) l_ cD i'_-_ g1 [ t:-x (t) ]-__

t Z

7- I
tl >._ _ I n2(t)

_,..<.o i
-- a2 (t) "_'_" Oz_ -- s2 It:a--(t) 1_ O____ "_t-'--- g2 [ t :x(t) ]

' 1I a
__ an (t) ._t.__" __So [t:a(t) ] _ Z

_gp
I

L ........................ i

r2(t)

•
[t:x(t) ] rp(t)

Fig. XIII-15. Communication model.

(1)

r 1 (t) T*_ rO't

t O t

r (2)
0,t

r (p)
• 0t

L/j-.....-z'N. ,
t O t

a(t) is transformed by a memoryless, nonlinear modulator into c signals represented

by s[t:a{t)]. By a suitable interpretation of a(t), modulation schemes with memory, such

as FM, fall within the scope of the model.

s[t:a(t)] is transformed into p signals by the "randomly time-varying" portion of the

channel. The resulting signals are represented by g[t:x(t)] and are observed in additive

white Gaussian noise.

The relationship between the estimation model and the communication model is evi-

dent when it is noted that x{t) represents the vector obtained by adjoining a{t) and b(t).

Xmv{t) is then a vector whose elements are the approximate minimum-mean-square

estimates of the message vector and channel-disturbance vector.

4. Examples

When g[t:x{t)] is a linear transformation of x(t), the exact and approximate estimates

are equal, and {6) and (7) reduce to the equations of Kalman and Bucy. 2 Communication
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ANALOG MESSAGE SOURCE

_(t)J nl sm-I+'''+ nm I a(t)_-- xl(t )sin+ dlSm-l+. • .+ dm I
I

1

1_ ................ I

(a)

PHASE

MODULATOR

n(t)

r(t)

I cT_ E%)+_ f:(e)deJ
-CO

r(t)+_ l/N° i

MODULATOR _9+

C sin [ Wot+J3x_(t ) ]

(b)

m-I m-2 X*l (t) =O*mv (t)
VolS +Vo2S + ... +VOm

sm+d isrn-l+... + dm

Fig. XIII- 16. (a) FM communication model.
(b) Approximate minimum-mean-square FM demodulator.

models with linear modulation schemes, such as suppressed-carrier AM and single-

sideband AM, fall within this case and can be easily treated.

For the case when__[t:x(t)] is a nonlinear transformation of x(t), several examples

have been studied and reported by Snyder. 5 For brevity, we give only the result for fre-

quency modulation and cite other examples of interest which have been discussed else-

where. 5 These are listed here.

1. Single message, general modulation, additive channel.

2. Single message, phase modulation, additive channel.

3. Single message, frequency modulation, additive channel.

(The communication model and resulting demodulator for this case are shown

in Fig. III-16. The v.. occurring in the demodulator are the components of V
13

in the steady-state and _(t) is a white Gaussian process.)

4. Single message, general modulation, c diversity or multipath channels.

5. Single message, phase modulation, c diversity or multipath channels.

(For this case, the demodulator structure is in the form of a maximal ratio com-

biner followed by a phase-locked loop.)

6. Single message, phase-modulation, simple multiplicative channel.

(In this instance, the demodulator is in the form of a joint message and channel

estimator. )

7. Single message, phase modulation, Rayleigh channel.
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8. Single message, phase modulation, random phase channel {oscillator instability}.

9. m messages, PMm/PM, additive channel.

5. Conclusion

An approach has been outlined for nonlinear, minimum-mean-square filtering. The

resulting fibers (or demodulators} bear a close relation to the demodulators obtained by
6

the maximum a posteriori estimation procedure described, for example, by Van Trees.

The minimum-mean-square demodulators are identical to the realizable portion of the

cascade realization of the maximum a posteriori demodulators. The communication

model discussed in this report was used by Van Trees 7 who studied it with the alterna-

tive approach.

D. L. Snyder
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A. OPTICAL COMMUNICATION SYSTEMS

An interferometric demodulator for use with frequency-position modulation has been

investigated by R. E. Olsen in a thesis entitled "Interferometric Demodulation of FM at

Optical Frequencies." His work suggests that interferometric techniques can be used to

implement practical and nearly optimal processors for such alphabets. The alphabet

size is limited by the Finesse if the best performance is to be realized.

Methods of generating desirable communication signals have been studied by

C. J. Johnson in a Master's thesis entitled "Electro-optic Properties and Communication

Applications of BaTiO3." He investigated those properties of large single crystal

samples of BaTiO 3 which are relevant to optical modulators. These crystals were

grown by Dr. A. Linz and V. Belruss of the Massachusetts Institute of Technology.

In a third investigation, J. R. Colton has established a mathematical model for

transmission channels employing optical waveguides that distort the signals because of

surface imperfections. He envisaged the imperfections as random in character and

applied a Central Limit Theorem argument to Helmholtz's Equation; he concluded that

the resultant channel output may be approximated by a Gaussian random process. His

work will culminate in a thesis to be entitled "Analysis of an Optical Fiber as a Discrete

Communications Channel," which will be submitted to the Department of Electrical

Engineering, M.I.T., in partial fulfillment of the requirements for the degree of Master

of Science.

R. S. Kennedy

*This work was supported in part by the Joint Services Electronics Program {Con-
tract DA36-039-AMC-03200{E)),the National Science Foundation (Grant GP-2495), and
the National Aeronautics and Space Administration (Grants NsG-334 and NsG-496).
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VARIATIONS OF PERCEIVED DISTANCE WITH APPARENT MOTION

Apparent visual movement occurs when two visual targets are flashed briefly in

sequence. If the space separating the two flashes and the time relations between them

are set properly, one sees a single target appear briefly in the region of the first flash

and then move smoothly and continuously across the intervening space to the region of

the second one, where it disappears. Apparent visual movement under optimal conditions

is indistinguishable from "real n, or veridical, movement, and this similarity in appear-

ance of the two perceptions has been taken as evidence that the two have an identical

physiological basis. This argument of identity has recently been shown to be wrong,

however, and several criteria distinguishing the two perceptions have been discovered. 1

Our finding of a basic difference in the coding of the two perceptions with respect to

their rates, formation times, and masking effects prompted us to examine other prop-

erties attributed to the illusion, particularly the variations in distance that are often

reported.

If one observes two lights flashing at a rate that produces apparent movement, the

distance seemingly travelled by the illusory object varies; however, the published

accounts are ambiguous about the nature of this variation. Some writers report that the

apparent distance is less than the physical distance; others report that it is greater.

Irrespective of whether the apparent distance is less or greater than the physical dis-

tance, the fact that there is a difference, and one which has been related more or less

systematically to the stimulus conditions producing the basic phenomenon, creates a

condition requiring further investigation. The question under study has to do with the

formation of the visual space in which we ambulate, and the conditions affecting its

psychological representation.

We have studied the variations in apparent distance of the apparently moving object

in three ways. In one experiment two fiducial marks, dim points of Light {M 1 and M2),

were set some distance apart, just below two lines of light CA and B)whose flashing gives

the appearance of motion {see Fig. XV-1). The distance separating the two fiducial

This work was supported through the Joint Services Electronics Program by the
U.S. Army Research Office, Durham, under Contract DA36-039-AMC-03200(E); and
in part by the National Science Foundation {Grant GP-2495), the National Institutes of
Health {Grant MH-04737-05), and the National Aeronautics and Space Administration
{Grant NsG-496).
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marks wasvaried andmade either greater or less than the physical distance separating
the flashing lines. The subject's task was to say, after eachflash of the lines, whether

O. 16° 4

FP

_,6o . 3.6 °

h_l

0,6 °

1.2 °

Fig. XV- 1.

Physical arrangement of flashing

lights (A, B), marker lights {M1,

M2), and point of fixation {FP).

the distance traveled by the object in apparent

motion appeared greater or less than the dis-

tance separating the fiducial marks. The

flashes were varied in duration, but were

typically 40 msec each; the interval between

the offset of the first and the onset of the sec-

ond (the interstimulus interval (ISI)) was

varied 10-250 msec; and the interval between

the offset of the second and the recurrence

of the first, the intercycle interval, was

3250 msec. The experiment was performed

with 3 subjects who made between 20 and 30

observations each at each temporal separation

of the interstimulus interval.

When the flashing lights were 12.5 cm apart at a viewing distance of 282 cm (~Z. 4 °)

separations of the marker lights greater than 14 cm and less than 12 cm were almost

always perceived correctly; that is to say, the subjects reported that the distance trav-

eled by the apparently moving object was either less or greater than the distance set by

the fiducial marks, which is in conformity with physical reality. When the fiducial marks

were 13 cm apart, the subjects tended to report the apparent distance as greater, the

probability of these reports increasing slightly with increases in ISI. Thus there was

an apparent overshoot of perceived distance, a physical separation of 12.5 cm being per-

ceived as greater than 13 cm, but not as great as 14 cm. This, at most, is an overshoot

of 4-8%, far less than the 25-40% reported by others. 2 Furthermore, we find the over-

shoot is not a U-shaped function of that temporal interval (see Fig. XV-2.)

In an effort to reproduce the phenomena reported by others, another effort was made

to measure the overshoot in apparent distance. In this case the two lights were flashed

repeatedly with the dark intervals equal, so that the subject saw a line of light in a con-

tinuous oscillation whose period was varied between trials. During each trial, which

lasted 3-5 sec, the fiducial lights were moved physically until they appeared to match

the distance traveled by the oscillating object. In this case again, there was no system-

atic deviation from physical reality as a function of the temporal interval separating the

two lights: the subjects' judgments describing a match between the marker lights and

the apparently moving line were in good agreement with the physical conditions.

Despite these two negative results we persisted with a third experiment, for it will

be recalled that the apparent distance does appear to vary with stimulus conditions. The

results of this third experiment provide a clue to the basis of the phenomenon.
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First, subjects estimated numerically the magnitude of the spatial separation of the

two fiducial lights alone, using a subjective scale of distance. Four subjects tested

individually generated essentially linear relations between judged distance and physical

distance. The subjects were then shown the line in apparent motion, with the fiducial

lights no longer present, and again used a subjective scale to estimate the distance

traveled by the illusory object. The duration of each flash was 90 msec in one set of

trials and 310 msec in another. The judgments were made with an intercycle interval

(ICI) of 3250 msec, one judgment per presentation; and with an ICI of 2000 msec, a judg-

ment made on the basis of three flashes. The results in both cases were similar but

highly variable. Moreover, the subjects found it difficult to make a single estimation

based on three flashes because, as they reported it, the apparent distance varied from

flash to flash. Figure XV-3 shows the results for the last estimation; it can be seen

that two subjects characteristically produce an undershoot for the shorter ISI values, two

characteristically produce an overshoot, and all subjects produce an overshoot at the

longest ISI values. Notice also that the variations in apparent distance are not correlated

with the ISI values that produce good apparent motion. If they were so correlated, the

curves would begin at 5 (the value for the two lamps that are on continuously), depart

smoothly from that value to some peak, and then return to 5.

In these experiments, the subject always looked with one eye only through a 4-mm

artificial pupil at a small dot of red light (the fixation point) placed just to the left of the

first of the flashing lines. It is known, however, that a fixated eye is not entirely immo-
3

bile; small involuntary motions characterize even the best fixated eye. These involun-

tary motions, we now believe, are the basis of the variations in apparent distance of an

object in illusory motion. The effects do not seem to be due to any particular excitation

pattern established by the temporal relations between the flashes per se, nor to the

occurrence of the illusion of motion, as others have claimed. They appear to be due to

involuntary motions of the eye that occur between the offset of the first flash and the

onset of the second. We have not, of course, proved this assertion; our apparatus does

not lend itself to such exactitude. Significant proof would come from studies of apparent

motion with the lines of light established as stabilized retinal images, either optically

or by means of a suitably programmed computer that moved a stimulus display to com-

pensate for movements of the eye. Our data, however, are consistent with this belief.

That it is involuntary eye movements that seem to play the predominant role is sug-

gested also by the fact that voluntary movements of the eye undertaken during a stimulus

sequence do not affect the apparent distance between the lights when the ISI is short.

Thus, if ISI and ICI are both approximately 25 msec with the on-times of the lamps

approximately 40 msec, sweeping the eyes across the display does not change the appar-

ent distance between the lights. Involuntary eye movements on the other hand, can

directly affect the spatial representation of an object, as demonstrated by Matin. 4 The
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variations in perceived distancein apparentmovement seem to be due to just such move-

ments and not to any figural or temporal interaction. What is more intriguing now is the

manner in which such eye movements contribute to the representation of visual space.

The implication of these results is that the coding of space occurs in terms of some form

of monitored retinal local sign.

P. A. Kolers, G. E. Touchstone

References

1. P. A. Kolers, "The Illusion of Movement," Sci. American, Vol. 211, No. 4,
pp. 98-108, 1964.

2. W. Scholz, "Experimentelle Untersuchungen fiber die ph_inomenale Gr6sse yon

Raumstrecken, die durch Sukzessiv-Darbietung zweier Reize begrenzt werden,"
Psychol. Forsch. 5, 219-272 (1925); W. Neuhaus, "Experimentelle Untersuchung
der Scheinbewegung," Arch gesam. Psychol. 7__55,315-458 (1930).

3. T. N. Cornsweet, "Determination of the Stimuli for Involuntary Drifts and Saccadic
Eye Movements," J. Opt. Soc. Am. 4_6,987-993 (1956); R. M. Steinman, "Effect of

Target Size, Luminance, and Color on Monocular Fixation," J. Opt. Soc. Am. 5__55,
1158-1165 (1965).

4. L. Matin and G. E. MacKinnon, "Autokinetic Movement; Selective Manipulation of
Directional Components by Image Stabilization," Science 14___33,147-148 (1964).

B. PICTURE PROCESSING

1. EFFICIENT FACSIMILE TRANSMISSION BY SUPERPOSITION OF

PSEUDORANDOMLY SCANNED PICTURES

Introduction

Pseudorandom scanning has been used by Deutsch 1 to reduce television frame rate

and hence bandwidth. In pseudorandom scanning, the scanning beam does not travel

sequentially as in ordinary television, but hops from point to point in a seemingly ran-

dom fashion. In order to recover the picture, the scanner at the receiving end has to

be completely synchronous with the transmitter scanner. If the receiver scanner is out

of step, or if it is controlled by a different pseudorandom sequence than that of the trans-

mitter scanner, the reconstructed picture will appear as random noise. In this report,

we describe an efficient facsimile transmission system utilizing the property of pseudo-

random scanning which has just been mentioned.

The System

Our efficient facsimile transmission system is shown in Fig. XV-4. It is to be used

for transmitting two-livel (black and white} digital pictures in which the white areas con-

stitute only a small fraction of the total frame. The M pseudorandom scanners are
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An efficient facsimile transmission system.

controlled by different pseudorandom sequences. At the transmitting end, the output

binary sequences {black = 0, white = I) of the scanners are "ored" and the resulting

binary sequence is sent to the channel. At the receiving end, the received binary

sequence is fed to M scanners that are identical to those at the transmitter. The output

of each receiver scanner will be the picture put into the corresponding transmitter

scanner plus random noise caused by the other pictures and the channel. The noise will

consist of white points scattered more or less randomly over the picture. Under the

assumption that the channel is noiseless, the probability of error {black points received

as white) is

P _< {M-l) p, (1)

where M is the total number of pictures transmitted at the same time, and p is the

fraction of white in each picture. For example, if a probability of error of 0.3 can be

tolerated and if the amount of white if 1/20 of the total picture, then 5 pictures can be

transmitted at the same time.

Experimental Results

The system described here was simulated on the IBM 7094 computer. Some of the

results are shown in Figs. XV-5 and XV-6. The original pictures used were white char-

acters on black, the amount of white being approximately I/I0 of the total picture. Fig-

ure XV-5 shows the received pictures for M = 2 and Fig. XV-6 for M = 4. Since the

noise is randomly scattered over the picture, it can probably be reduced substantially

by some noise-reduction scheme.

Discussion

The system described here is quite suitable for use as a party-line system. As the

number of users increases, the noise in the received pictures willincrease; however,

in our system, as contrasted with ordinary party-line systems, any user can transmit
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Fig. XV-5. Pictures from computer simulation of the system of Fig. XV-4 ( M =  2). 

( C  1 (d 1 

Fig. XV-6. Pictures from computer simulation of the system of Fig. XV-4 ( M = 4 ) .  
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pictures at any time: the line never refuses service to the use, it only degrades

gracefully.

The computer programming for this experiment was skillfully done by John Currano.

T. S. Huang, O. J. Tretiak
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2. OPTIMUM BINARY CODE

Introduction

In Quarterly Progress Report No. 78 {pages 231-233) we considered the problem of

transmitting digital data over a binary symmetric channel (BSC) using fixed-lingth binary

codes. In particular, we were interested in finding the optimum code that minimizes

the mean-square error or average noise power. We reported that if the input data are

uniformly distributed over the integers 0 to 2n - 1, then the natural code minimizes the

single-bit average noise power, el, which was defined as the part of the average
noise

power resulting from single-bit errors in the received code words. If the error proba-

bility p of the BSC is small, then the total average noise power is essentially the same

as the single-bit average noise power, and therefore the natural code minimizes the

total noise power. We believed that the natural code, in face, minimizes the total aver-
l

age noise for any value of p _< -_ ; however, we have no proof thus far. We remark that

the results of the last report depend only on the first-order statistics of the channel, and

hence are valid for all binary channels, if p is interpreted as the average bit-error rate.

It was shown in the previous report that both natural and Gray codes are good as far

as the average noise power is concerned. The purpose of the present report is to com-

pare these two codes in more detail. First, we make a conjecture about the total aver-

age noise power of the Gray code. Then, we discuss the effect of the input data on noise

power. Finally, natural and Gray codes are compared in connection with picture trans-

mission.

Average Noise Power of the Gray Code

We first write formally our previous conjecture.

Conjecture 1. If the input data are uniformly distributed over the integers 0 to 2n- 1,

and if the average bit-error rate is p --<1 then the natural code minimizes the (total)

average noise power.

A particular case of this conjecture maybe expressed as follows.
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Conjecture 2. Under the same assumptions as in Conjecture 1, the natural code

yields a smaller (total} average noise power than the gray code.

An expression for the total average noise power of a natural code was given in the

previous report. One approach to proving Conjecture Z would be to find an expression

for the total average noise power of the gray code; then we could compare the expres-

sions for the average noise powers of the two codes. In carrying out this approach, we

formulated the following conjecture.

Conjecture 3. Under the same assumptions as in Conjecture 1, we have

(Gn-Nn} = (l-Zp} Gn_l, (i)

where G i is the total average noise power of an i-bit gray code, and N i is the total aver-

age noise power of an i-bit natural code.

Equation I has been verified up to n = 6, but we have not been able to prove it in gen-

eral. It is clear that Conjecture Z follows readily from Eq. I.

Noise as a Function of Signal Amplitude

In order to calculate average noise powers for input data with various probability

distributions, it is helpful to have curves of noise power (or rms amplitude) as a function

of the signal amplitude. The average noise power is equal to the area under the curve

which is the product of the input probability distribution curve and the curve of noise

power versus signal amplitude.

O
z

80--

CURVES ARE SYMMETRICAL

WITH RESPECT TO S = 31.5

6C -- GRAy CODE

NATURAL CODE

20-- I

I

o I I I I I I I I I I I I I I I !1
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32

SIGNAL AMPLITUDE S

Fig. XV-7. Curves of rms noise amplitude vs signal amplitude, for natural
and gray codes.

For natural and gray codes, the curves of single-bit rms noise amplitude versus sig-

nal amplitude are shown in Fig. XV-7 for n = 6. It is seen that if the input probability

distribution has a peak near the center and is small at the extremes, then the gray code

might yield less single-error average noise power than the natural code.
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For a natural code, it is clear that the curves of noise power versus signal amplitude

are flat for all n. For the Gray code, we observed empirically that the curves for dif-

ferent values of n are very close to each other if they are properly normalized by

powers of 2 in both the horizontal and the vertical directions. An interesting problem

would be to find the asymptotic (n -- 0o) form of the normalized curve and estimate the

deviation of the normalized curves for finite values of n from this asymptotic

curve.

Picture Transmission

In our discussion we took the mean-square error as our fidelity criterion. If the

input data are samples of a digitalized picture, then the question in which we are

interested is, Which received picture has better quality? This nbest-qualityn criterion

depends, of course, on high-order statistics of the channel.

Picture transmission through the BSC has been simulated on the IBM 7094 computer,

with both natural and Gray codes used. The received pictures are shown in Fig. XV-8.

The picture consisted of 256 × 256 samples, and the bright was quantized to 64 levels

{6 bits}. The probability of error of the BSC was p = 0. 003. The distribution of the

brightness levels in the input picture is shown in Fig. XV-9. The peak-signal-to-rms-

noise ratio is 29.9 db for the natural-code received picture, and 27.5 db for the Gray-

code received picture. The noise in the Gray-code picture appears more visually

objectionable than that in the natural-code picture. The poorer performance of the Gray

code is evidently due to the fact that the input brightness distribution had peaks at the

two extremes. It is quite possible that the subjective quality of a picture received

through a BSC could be measured objectively by a weighted mean-square error, the

weighting function being chosen to acount for the noise visibility over the Gray

scale.

Y. Yamaguchi, T. S. Huang

C. SENSORY AIDS

I. MOBILITY AID SIMULATOR

This report describes the development of the mobility aid simulation facility which

was described in Quarterly Progress Report No. 73 {pages 233-235).

More accurate position-monitoring equipment has been constructed. The original

system used receivers located in the corners of a room. The signal processing

involved taking the difference of squares of voltages. The path between the "dummy"
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Fig. XV-8. Pictures received through a binary symmetrical  channel 
(p = 0. 003). (a) Natural-code. (b)  Gray code. 
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Fig. 9. Frequency distribution of signal amplitudes (brightness levels) 
of the picture used in Fig. XV-8. 
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mobility aid anda receiver could easily be interfered with by the subject who washolding
the aid, and the difference of squaresoperation was implementedby ananalog scheme
that was subjectto drift.

The new systemuses a set of three mutually perpendicular polystyrene rods. Each
rod provides onedimension of a Cartesian coordinate system. Two microphonesare
attachedto eachrod, oneat eachend.The microphonesare Barium Titanate units and

MIKE I MIKE 2

, i,b - sou.Dsou< 

i

Fig. XV-10. Sound-path geometry.

are fastened to the rods with beeswax. The "x" rod, 20 ft long, is composed of four 5-ft

rods held together by epoxy. The first signals to be received at the ends of the rod after

each transmitted pulse take the paths shown in Fig. XV-10. The angle e between the per-

pendicular and the sound path in the air is just the critical angle for the passage of

sound from air to polystyrene and is given by

where v A is the velocity of sound in air, and v R is the velocity of sound in the rod. Since

v R is approximately 5 times that of air, e = 11 °. Since the rod is mounted overhead and

e is a small angle, it is much more difficult to interfere with the sound path. Polystyrene

was chosen as the rod material because it has the lowest transmission loss of any plastic

tested and v R is not high enough to produce timing problems. It can be seen from

Fig. XV-10 that the difference between the arrival times of the first pulse received at

one end of the rod and the first pulse received at the other end is directly proportional

to distance along the rod, is independent of the radial distance from the rod, and depends

only on the velocity of sound in the rod. The velocity of sound in air does not matter, as

long as it is the same for both air paths, nor does the time of emission of the sound

matter as it did in the old system. A zero crossing of the signal arriving at one end is

used to turn on a counter, and the counter is turned off by the corresponding zero

crossing of the signal arriving at the other end. A sign bit is derived by detecting which
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end received a pulse first (seeFig. XV-I I). The linearity of the system is now being

PREAMPLIFIER D-A

M I_ CONVERTER
PREAMPLIFIER 9-BIT

SIGN

Fig. XV-I I. System diagram.

determined. The peak-to-jitter is less than 0. 1 inch over at least 15 ft of the "x" rod,

and the radial distance from the rod can be as much as 10 ft without degrading perfor-

mance.

E. Landsman

2. OPTICAL CHARACTER RECOGNITION FOR READING MACHINE

APPLICATIONS

Introduction

Optical character recognition (OCR) was applied to a very special problem, that of

a reading machine for the blind. Since the proposed machine was, in fact, a personal

one, interplay between the machine and the reader could be used to advantage.

Figure XV-1 Z shows a possible reading machine system.

In normal operation the output of the data-reducing equipment will be connected by

the switch to the recognition equipment. Whether or not the recognition equipment recog-

nizes a letter depends on the distortion of the printed letter. If it is recognized it will

be presented. If we assume, for example, that the output is spoken letters, the letter

will be spoken to the operator. If it is not recognized an appropriate signal will be given

to the operator. It is now up to the operator to decide whether he wants the distorted let-

ter to be presented by a recoding device such as a two dimensional pattern, or wants the

machine to go on.

As an example let us assume that the "e" in the word "the" is distorted beyond

machine recognition. The machine could say t - h- beep. The operator would either under-

stand the word or not. If he did not he would throw the switch and the pattern of the dis-

torted "e" would be presented as a tactile two-dimensional pattern (or some other recoded

output), independently of how many correct letters had been read after this bad "e". The
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operator could now feel the letter and tell the machine to go on.
The requirements of OCR in this application were found to be quite different

_CANN'I NG --

OPERATOR _ R_OG_

R_OOtfl 7-_D

Fig. XV- 12.

A personal reading machine system.

than the requirements in electronic data

processing. The most significant changes

are the reduction of speed and error-rate

requirements and the increase in the re-

quirements of low cost and the ability to

recognize type fonts of various styles. No

existing OCR techniques were found to be

suitable for this purpose and a new tech-

nique was developed.

Contour Tracing Technique

The technique used here is based upon

tracing the outside black-white boundary of

the printed character. It was found that in the Roman alphabet the outside con-

tour contained enough information to describe the characters. The outside con-

tour of the character is traced by means of a digitally controlled flying-spot

scanner. A column scan is generated which proceeds from left to right until

a character is contacted. The scanner then traces the contour of this letter

by means of simply generated local operations until the trace is complete. The

basis of description of this trace is the local maxima and minima of the hori-

zontal and vertical waveforms of the trace as it proceeds around the character

and the positions at which these extrema occur. The details of the trace gen-

eration are given in the author's thesis. I

A method for smoothing had to be developed which would eliminate extrane-

ous extreme caused by printing noise, and yet preserve the extrema arising

from significant features of the character. The smoothing method used is a

nonlinear technique employing hysteresis. This smoothing is analogous to "gear-

backlash." Figure XV-13a shows the electrical model of a .gear-backlash" sys-

tem. Figure XV-13b shows an input curve and an output curve that is the

smoothed curve. Notice that the smoothed curve still has sharp turns and inflec-

tion points along it. If a maxima or minima is only detected when the slope

of the smoothed curve changes sign, then the extrema pairs that are separated

by less than 2E units are eliminated, where 2E is the smoothing threshold.

We found that this smoothing threshold could be one-fourth the letter extent and still

retain enough information to recognize the characters of the Roman alphabet. With this

large noise threshold most of the variability of the characters caused by style variations
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Fig. XV- 13. Hysteresis smoothing.

and printing noise is eliminated in the scanner itself.

Generation of Binary Descriptions of Characters

There are three separate binary words used in the recognition of the letters, the

height-to-width ratio of the letter, the sequence of the maxima and minima, and the

coordinates of the maxima and minima.

The generation of these binary words will be explained by an example. Figure XV-14

shows a letter to be scanned and recognized. The search is started by a column scan,

bottom to top, which moves from left to right until the letter is contacted. This will

occur at the point labelled "start" in Fig. XV-14. The captive scan is then initiated and

the outside contour of the letter is traced. During this trace only two pieces of infor-

mation are recorded, the letter extent in the vertical, or y direction and the letter

extent in the horizontal, or x, direction. From this information, the height-to-width

ratio is calculated. This information is also used to set the actual values of the smoothing

thresholds. The waveforms occurring in the horizontal and vertical directions during
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--"11/4 WIDT._'_

MAX

START =1 X = 1 Y = 0

CODE WORD 1 0 1 I 0 0 I 0

COORDWORD O0 11 I1 O0 10 10 10 O0

me,. X

Fig. XV-14. Binary description of unknown character.

the contour trace are considered independently. In this example the threshold for the

vertical (y) waveform is set to one-fourth the vertical extent and the threshold for the

horizontal (x) direction is set to one-fourth the horizontal extent. These thresholds are

in general different as can be seen in Fig. XV-14.

The trace routine is then initiated for the second time. During this trace the maxima

and minima in the x and y directions are detected. Notice that it is not necessary to

draw the smoothed curve described above to determine the position at which an extremum

is detected. The extremum will always be detected when the trace moves one threshold

unit from the extremum in the coordinate direction in which the extremum occurred. A

description of the detection of the extrema for the letter in Fig. XV-14 will now be given.

When the second trace is initiated both x and y increase until the top of the letter in

Fig. XV-14 is reached. At this point, y starts to decrease and x continues to increase.

When y decreases the amount of the threshold, a y maximum is detected and is so

labelled on the letter. As the trace continues y continues to decrease and x reaches a

maximum and then decreases. When x decreases one-fourth the letter width a maxi-

mum is detected and is so labelled. As the trace continues again x reaches a minimum

and increases. Notice that this minimum is detected at one-fourth the distance from the

minimum, and not one-fourth the distance from the edge of the letter. The trace continues

detecting a y minimum, a y maximum, an x maximum, and a y minimum before com-

pleting the trace.

The sequence of maxima and minima can be coded into a binary word, which will be

called the code word. Each extremum of the trace can be determined unambiguously
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with one bit of information if it is assumed that the starting position is at a y minimum,

as well as at an x minimum. The first extremum encountered on the trace must then

be either a y maximum or an x maximum. This is a binary choice and can be desig-

nated with l bit of information. Each extremum can be designated by l bit, since it is

always known what the past extremum was in each coordinate direction. That is, although

it may appear that there is a four-way choice of the next extremum along a trace, there

is in fact only a two-way choice, because of the history of extrema along the trace.

The code word is generated by recording a 1 for the start position, a l for an x

extremum and a 0 for a y extremum. This is done in sequence with new extrema added

on the right of the word. The code word for the letter in Fig. XV-14 would be 10110010.

The start position is labelled as a l so that the number of extrema is recorded, otherwise

leading zeros would make the code word appear short.

In order to give information about where the extrema were detected, another binary

word, called the coord word (coordinate word) is generated. The letter is divided in

half in both the vertical and horizontal direction with the information obtained in the first

trace. The four areas are labelled as shown in Fig. XV-14. Whenever an extremum is

detected it is appropriately recorded in the code word. Also, the label of the area in

which the extremum is detected is recorded in the coord word. The coord word is

formed in the same manner as the code word. That is, the two bits describing the coor-

dinates of each extremum are added sequentially to the right side of the coord word. The

coord word for the letter in Fig. XV-14is 0011110010101000.

To summarize, the binary description of a character is very simply generated. It

is based on a contour trace of the letter which is performed twice. The first trace deter -

mines the height-to-width ratio and the thresholds used in the smoothing operation.

During the second trace the smoothing and the code-word and coord-word generation are

performed simultaneously. When the second trace is complete all pertinent information

has been taken and the scan moves on to the next letter.

For purposes of efficient data handling, the maximum length of the 3 binary words

is fixed. A maximum length of l 2 bits for the code words was found experimentally to

be sufficient. The maximum length of the coord word was fixed as 18 bits instead of 24.

We found that if the letter was so complicated that it had more than 9 extrema the code

word itself carried enough information to determine the letter uniquely. The height-to-

width ratio is divided into 4 classes and therefore requires a two-bit word.

The total information about the unknown letter is thereby contained in 32 bits of infor-

mation. Most of the multifont machines in use today use a factor of 10 more information

to describe the character in binary form immediately after scanning. Since, by

means of this technique, a large part of the variability of the unknown is eliminated by

the scanning technique, a great deal of data reduction has taken place in the scanner

itself.
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SPACE

CloSl,ng the Cop
(See Cover)

He stood on top of his spaceship.s

white titanium hull. He touched it with
his bulky thermal @loves. He burned

around llke Duck Rogers propelling
himself with his hand.held Jet. He

floated lazily on his back. He loked and
laughed. He gazed down at the earth
id3 miles below, spotted the Houston.

Galveston Day area where he lives and
tried to take a picture of it. Like a gas

station Dttendant. he ehecked the space.
craft.s thrusters, wiped its wlndshield.

Ordered to get back into the capsule, he

protested like a scolded kid. **I.mdolng
great*** he said. **It,s fun. I.mnot eoming
in*** When. after 2d minutes of space

gynmastles. U.S. Astponaut Edward

Higgins White II. 3@. finally did agree
to squeeze himself baek into his Gemini
q ship. he still had not had enough of

spaee walking. Said he to Command
Pilot James Alton McDivitt. **It.s the

saddest day of my life***

Whlte.s exhilarating spaee stroll pro.
vlded the moments of highest drama
during Gemini _. scheduled 62. orbit.

98.hour. i.Tdd.ddd mile flight. White
spent twice the time outside the space.
eraft that Soviet Cosmonaut Aleksel

Leonov did last March 18. and he had

much more maneuverablllty, all Leonov
did was somersault around at the end of

a tethep, getting dizzy, while White

moved around prettymuch at will.

Seeond Genepotl.on. Still. Geminl.s
planners would have serubbed White.s
E_A (for Extra.Vehicular Actlvityl

expedltion in a second if they had
thought it might detract from the

flight.s basic missions.

Fig. XV-15. Example of reading "Time Magazine."

Recognition of the Unknown Character

The classification of the unknown character is made in three steps. The code word

of the unknown is compared with the list of previously found code words. When a match

is found, the coord word of the unknown is compared with all coord words that previously
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occurred with that codeword. Finally, theheight-to-width ratio is comparedand the
appropriate character is given as output. The search can be terminated at any step if

the unknown is uniquely classified at that step. If no match is found, an appropriate sig-

nal is given.

Experimental Data

In order to make a realistic test of the variable font capability of this character-

recognition technique, a set of 10 popular scripts was compiled. These type

fonts were all of the Roman style but are quite different in design. Transparen-

cies of these type fonts were taken from actual printed material so printing noise

was included.

These 10 fonts were used also to experiment with various threshold settings. For

each setting of the thresholds the letters were scanned and the results compiled. On the

basis of these data the letters were then classified in terms of their code words, coord

words, and height-to-width ratio. The number of code words encountered was recorded,

as well as the number of coord words needed to distinguish letters that had the same code

word. This is a measure of the amount of storage required to recognize the letters.

The number of confusions represents the number of letters which could not be dis-

tinguished. If 10 B's fell into the classification used for D's, this was called

10 confusions.

In order to make the results meaningful, it was assumed that ascenders and descend-

ers of the letters were detected. This would certainly be done in any reading machine

using this technique. The method for obtaining these is straightforward {see Earnest2).

It can be done even when there are only several letters in a line of type. Although almost

all letters are distinguished by their contours alone, the i, j, and 1 of the mixed type

fonts are more readily distinguished with ascender and descender detection. Rarely are

other letter pairs distinguished too.
1

Details of the various runs are given in the author's thesis. Possibly the best run

has a large smoothing threshold with a high recognition rate. This was obtained with

the smoothing threshold for the vertical waveform set to 1/4 the letter height and the

smoothing threshold for the horizontal waveform set to 1/4 the letter width. The vertical

division of the character was set at 9/32 rather than 1/2. The reason for this was that

in some cases, notably in the letter "P", the bulge of the letter, although shorter than

the letter height, was larger than 1/2 the letter and was not detected as being short. In

this case 61 code words and 67 coord words were needed.

In the run of the 10 fonts there were no confusions between upper-case and lower-case

letters. There were 30 confusions among the 260 upper-case letters and 1 confusion

among the 260 lower-case letters.
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If the letters are assumedto be equally likely, the error rate for the lower-case let-
ters, which makeup the majority of letters in common usage, is 0.4 per cent. In this
run the following confusionswere made: B for D, Q for O, R for A, Y for V, c for
e, H for N andC for G. It is interesting to note that the machine confusesletters that
are readily confusedby the eye. Possibly the two most surprising confusionswere H
for N becausenoise madethe crossbar appearslanted, and C for G. The crossbar on
the G is always more than 1/4 the horizontal extent of the letter; however, the line
leadingto the crossbar is in general very thick andhides the fact from the contour trace.
All of these letters can be distinguished by further operations basedon the technique

1
described here. They are discussedin the author's thesis.

In order to test the validity of this character-recognition technique for reading-
machineapplicationsa full page of "Time Magazine" was read. To be as impartial as
possible the first page of text was taken from the issue of June 11, 1965. Over
3300characters were encountered. There were no touching letters andonly onebroken
letter. The pagewas scannedonceandthe data from all the characters were compiled.
From these datathe appropriate division for the 4 clases of height-to-width ratio was
set andthe characters were classified according to these codewords, coord words, and
height-to-width ratio. Only 68codewords and 86 coord words were needed. The num-
ber of points aroundthe contour of a letter was counted. If it was more than 16but less
than 64 points, it was called a general punctuation mark and no further data were
recorded. The pagewas then read from the datacollected. This is equivalent to reading
with a completelytrained machine.

Unfortunately, the property of detecting ascenders and descenders was not incor-
porated in this reading program. Therefore the reading error rate is higher than it need
be. The error rate, including letters andpunctuationfrom titles andtext, is approxi-
mately 3 per cent. If ascendersanddescenderswere detected, the reading error rate
woulddrop to 1 per cent. This error rate is quite sufficient for reading-machine appli-
cations, becauseof the redundancyof the English Language.English text can be recon-
structed from passagesfor whichthe error rate approaches10 per cent.

The major confusionsin reading this printed pagewere the letters 1 for i and j, p
for r, and e for c. Numbers were also confusedwith letters, the major confusionbeing
d for 0. The titles were printed in sans-serif type so some additional confusionsexist
there, mainly a for 0. Other confusionsare listed in the author's thesis.

Figure XV-15 showsthe results from the passagein "Time Magazine," including the
confusions.The pageis relatively easy to read if the possible confusionsare kept in mind.

Conclusions

It is the contour tracing with the incorporation of the large-threshold hysteresis

smoothing which permitted on approach to the OCR for the reading-machine applications
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problem. The variability of the data after scanning causes expensive data reduction
whenother techniquesare used. Almost all of the variability of the character is elimi-
natedin the scanningprocess itself, while the information describing the character is
maintained. This is evidencedby the fact that the unknowncharacters canbe described
by 32bits of information immediately after scanningandby the small amount of storage
neededfor the classification of characters. The simple operations usedto generate the
trace, the hysteresis smoothingtechniqueusedto reducevariability, andthe small stor-
age requirements suggestthe real possibility of an inexpensive reading machine. We
estimate that a reading machine operating as described here, including all optical
scanningequipment, could nowbebuilt for a few thousanddollars, which makes a per-
sonal reading machine feasible.

J. K. Clemens
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3. PERCEPTUAL MODEL

When humans are required to identify a stimulus selected from a given set, the

probability of a correct identification usually depends on several stimulus parameters.

There is a class of stimuli, however, for the probability of a correct identification

depending on only three parameters: the stimulus probability distribution, the stimulus
1

rate, and the error costs. The purpose of this report is to present a model that

allows the channel matrixabetween stimulus and response to be expressed in terms of

these three stimulus paramaters.

The model is valid under the following conditions. (In this report a stimulus is

characterized by its coordinate values along a set of stimulus dimension, analogous to

the way in which a vector is characterized by its coordinates along a set of spatial

axes.)

1. Each stimulus can assume one of at most two values along any one stimulus

dimension.

2. The distance between coordinates along each dimension is well above threshold.

3. Only one of a finite number of stimuli occurs at any time.

4. The probability of occurrence of each stimulus is known by the observer.

5. The cost associated with each type of error is known by the observer.
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Postulates of the Model

The model is based on the following postulates.

(i) The channel between the sensory stimuli and that portion of the nervous system

where stimulus identification occurs can be modelled by a large number of identical

parallel binary channels (not necessarily symmetric), followed by a decision-making

network•

(ii) Each binary channel can transmit information about the coordinates of certain

stimulus dimensions. Each channel can transmit information about only one stimulus

dimension during any short space of time.

(iii) In general, the probability that a binary channel will correctly transmit the

coordinate value of any one stimulus dimension depends on the coordinates along the

other dimensions.

(iv) Each individual channel is unreliable, and operates with a probability of error

which is slightly less than I/2.

(v) Decisions as to the identity of the original messages are made in such a way that

the observers' risk is minimized.

The following discussion should help to illustrate these postulates.

Assume that a human is faced with the task of distinguishing 4 pure tones that vary

along the dimensions of frequency and duration. The frequency is low or high; the dur-

ation long or short. In accordance with the second assumption, N 1 of the channels

can be used for discrimination of frequency and N 2 for discrimination of duration,

while NI2 of the channels can be used for the discrimination of frequency or duration

(see Fig. XV-16).

The fraction of the NI2 channels used for the discrimination of frequency will depend

on the message probabilities• If,for example, the two messages that are represented

by tones of high frequency occur with probability zero, then all N 12 channels will be used

N
1

N 12

STIMULUS

N 2

• CHAI_NELS

C

Fig. XV- 16.

DECISION-

MAKING

NETWORK
RESPONSE

Illustrating the model.
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for discrimination of duration, in accordancewith the fifth assumption.
In general, the probability of correctly identifying a high-frequency tonewill depend

on its duration, in accordancewith the third assumption. Similarly, the probability of
correctly identifying a short-duration tonewill dependon its frequency.

Some Special Cases

Consider the problem of discriminating between two stimuli that vary along only

one dimension. Stimulus s o is represented by the digit zero, stimulus s 1 by the digit

one. Each digit is transmitted through N identical channels as a zero or a one. These

transmitted digits constitute an output sequence, on which a decision as to the identity

of the original stimulus is based.

Define

v, any one of the ZN possible output sequences;

cij, cost of receiving the i th stimulus when the jth stimulus was sent;

P(Si), probability of occurrence of the i th stimulus;

p(vlsi), probability of occurrence of the th output sequence, given that stim-

ulus s. was sent;
i .th

wi, the set of all channel output giving rise to a decision that the i stimulus

occurred; and

p, the probability of error per channel (Without loss of generality, the chan-

nels be considered symmetric.)

The expected cost, or risk c, can be minimized by choosing w ° to contain all

sequences v for which

P(v]s 1 )
_< LO1

plvlso)

L01
(CI0-C00 P(S o)

(Co1-Cll) P(S 1)

If v r denotes any output sequence containing r ones {and therefore N-r zeros}, then the

set w ° contains all sequences for which

<_P_r (_-_-P p)N-r _< LO i.

Substitution of _ = 1/2 - p in this inequality yields

(_ _Irl 1 1 N-r

I+_ -Z-

+ +
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If this inequality is solved for r, and if second and higher order terms in

neglected, the set w ° is found to contain all output sequences v for which r _< Nc.

iN c = +

N' >N
c

are

log
LOl = N' 0 _<N' _<N (i)

8_ c c

N, <0
c

From Eq. 1, the channel matrix for the over-all system can be evaluated. If P(wils j)

is the probability that the output sequence v falls in the set w i when the stimulus sj

occurs, then

N

P(WolSo) = _ N! pr(l_p)N-r (2)

r=0 r! (N-r)

N
c

N I N-rP(WolS 1) = " (l-p) r p (3)

r=0 r! (N-r}!

Approximation of these sums by integrals (2) yields the channel matrix for the over-

all system.

(Wo ISo) P(w 1 I So 1 =

(Wo[S l) P(W 1 [Sl)_

erf /2_]-No- + l°g L01 _ erf l-2_-Nff l°g L01_

erf( -2_/-_ + l°gL04_]-N-_/1/ erf (2_-N _ l°gL01_Tq__: ]

err (x) - 1 C':\ e -y2/2 dy.
zq_ J-

Next, consider the problem of discriminating among 4 stimuli that vary along two

dimensions. In this case, n 1 channels are used for discrimination along dimension 1,

and n 2 channels are used for discrimination along dimension 2. Thus,

1
n 1 = N 1 -a12N12

n2 N2 2= - a12N12

1 2 =1"
a12 + a12
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1 Z
The constants alZ and alZ are chosen for minimum average risk.

If one assumes a unity cost matrix, minimizing the average risk is equivalent

to maximizing the probability of a correct response, P{c}.

P{c} =

3

_ P(WilS i) P(Si)-

i=0

This sum is maximized by choosing w i to include all output sequences v for which

P(V I sj) P(Si)
..<__

p(v]sj} p{sj}

(j=0, 1, Z, 3; j¢i).

Thus, the set w ° corresponding to stimulus s o

p(v[sj) P(So )
_< _ {j=l,Z,3}.

p{v[s o} plsj)

contains all sequences v for which

If one assumes that the probability of correctly identifying the coordinate value

along one dimension is independent of the coordinates along the other dimension, then

substitution of the appropriate liklihood ratios in this inequality gives the following

equations. (r 1 is the number of one's transmitted by the n 1 channels; r 2 is the number

of one's transmitted by the n 2 channels. It is assumed that n 1, and n 2 lie between 0 and

nl+n 2 = NI+Nz-Nlz.)

P(s o)
log

n I P(s I)
rl _<--Z-+ 8u

P(s o)
log

n z P(S z)

r2 _<--Z + 8_

p(s o)
log

n I + n z P(s 3)

rl + rz "< Z + 8_

The members of Wl, wz, and w 3 are determined in a similar way.

Once the numbers of w o, w 1, and w 3 have been determined, the over-all channel

matrix can be evaluated. For example, if all four messages are equiprobable, then
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P(WolS O) =

nl/2

nl ! rl( nl-rlp l-p)

rl=0 rl! (nl-rl)!

n2/2

n2 !

r2=O r2(n2-r2)!

r 2 n2-r 2
p (l-p)

= erf (2_n10-) erf (2_-_2_).

If one lets

Pl = erf (2'_1 or)

P2 = erf (2_n2_),

then the channel matrix for the over-all system is

P(WolSo) P(wlls o) P(WzlS o) P(w3ls o)

P(WolS l) P(WllS I) P(wzls I) P(w3ls l)

P(WolS 2) P(WllS 2) P(w2[s 2) P(w3[s 2)

P(Wo[S 3) P(Wl[S 3) P(Wz[S 3) P(w3[s 3)

t'-

_[ PzPl PZ(1-Pl) (1-P2)Pl (1-P2)(i-Pl

/P2(1-Pl ) P2Pl (1-P2)(1-P 1 ) (1-P2)P 1

'q (1-P2)P 1 (1-Pz)(1-P 1 ) PzPl PZ(1-Pl )

_I-Pz)(1-P 1 ) (1-P2)P 1 PZ(1-Pl ) P2Pl

(4)

Once the parameters _ _, _f_2 _, and N"_I 2 • have been evaluated, the quantities

1 and 2 to minimize the probability of error.
Pl and P2 canbe determined by choosing a12 a12

The parameters can be determined by evaluating the channel matrix that results

when an observer is required to discriminate between judiciously chosen pairs of stimuli.

By measuring the channel matrix that results when an observer discriminates

between two equiprobable stimuli that vary along dimension 1, _1 _ can be deter-

mined from

P(Wo[S o) = erf(2q_l _).

By measuring the matrix resulting when an observer discriminates between two

equiprobable stimuli that vary along dimension two, q-N_2 _ can be evaluated from

P(w o[s o) = erf (2_ 2 e).

Finally, determination of the matrix resulting when an observer discriminates

between two equiprobable stimuli that vary along both dimensions allows _ e to be

determined from the two previous equations and from
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P(WolSo) = erf [2(_1 • +_2 _ -_112_}]"

General Case - Discrimination among 2 m m-dimensional Stimuli

A set of stimuli which can assume one of two coordinate values along m stimulus

dimensions can contain 2m different stimuli. In order to evaluate the confusion matrix

for the over-all system, considerable algebraic manipulation is sometimes required.

In principle, the computation is always possible It can be shown that when the N's and

_'s appear in various terms in the over-all matrix, they always occur as products of the

form _-_. It can also be shown that all such products can be determined from the chan-

nel matrices that result when an observer is required to discriminate between judiciously

chosen pairs of stimuli. 3

a. Qualitative Comparisons of the Model with Experimental Data

The model is in qualitative agreement with several experimental facts. For example,

when 2 m messages are mapped into sensory stimuli that vary along m dimensions,

the model predicts that the probability of error will increase with m, since the num-

ber of channels available for discrimination decreases as m increases. When two

messages are mapped into stimuli that vary along dimension l, N 1 channels are avail-

able for discrimination. When the messages are mapped in stimuli that vary along

dimension 2, N 2 channels are available. When 4 messages are mapped into stimuli
l channels are available for discrim-

that vary along dimensions 1 and 2, N 1 - al2Nl2

ination along dimension 1, and N2 _ a12N122 channels for dimension 2. If N12 is non-

zero, then the probability of a correct identification along each dimension decreases.

Such an effect was observed by Pollace, 4 and is consistent with earlier results. 1

The model also predicts that a redundant use of stimulus dimensions will reduce the

probability of a transmission error. When two messages are mapped into stimuli that

vary along two dimensions, N 1 + N 2 - N12 channels become available for discrimination.

Since N 1 and N 2 are always larger than N12, the number of channels increases, and

P(e) decreases. Some earlier experiments, 1 as well as experiments performed by

Ericsen, 5 support this prediction.

The fact that many of the channels can be used for discrimination along one of sev-

eral dimensions suggests that people are able to focus attention on a few stimulus fea-

tures, while paying little attention to others. We as humans seem to possess this

flexibility.

b. Qualitative Comparisons of the Model with Experiments

When humans are required to discriminate between 2 m-dimensional stimuli,

it can be shown that
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P(w olso) = err (5)

-N-_) 2 + log L01 lP(WolSl)= erf _ 4Q_ '

where N is the total number of channels available for discrimination.

(6)

IN 121 m m m m m

= Z N.- 2; _S N. + _ _3 _S
i=l i i=l j=1 iJ i=l j=l k=l

iCj i#j#k

Nij k.-. (-l)m+INij

These equations support the hypothesis that when one of two stimuli can occur, sen-

sory data can be described as varying continuously along a single axis, partitioned to

minimize the observer's expected risk. In fact, (5) and (6) are almost identical to those

used by Swets, Tanner, and Birdsall, 6 Egan, 7 and others to derive their receiver

operating characteristics. The only difference is that the variances in (5) and (6)

are equal. Although some workers do not impose this restriction, the experimen-

tally determined variance ratio is often close to unity. Even when the data are

best fitted with unequal variances, reasonable agreement between theory and experiment

is obtained by assuming equal variances.

When an observer was required to discriminate between 4 equiprobable pure tones

which varied in frequency and duration, the channel matrix shown in Fig. XV-17

resulted. It was found that the probability of correctly identifying the coordinate along

one dimension was independent of the coordinate value along the other dimension. Thus,

the theoretical matrix is given by (4). If dimension 1 is the frequency dimension, it was

found that _ • =.46; _ _= .19; and N4_I 2 _=.08.

i 2 3 4

Iil I °Ii 69 . II . 17 .03 58 . I0 .27 .

.... 242 II 69 03 17 17 55 04

3 17 .03 . 69 II Z0 .05 .64 II

4 03 . 17 . II 6 07 .Z2 .09 62

Theoretical Experimental

Tone 1 :

Tone Z:

1000 cps, 50-msec duration

3000 cps, 50-msec duration

Stimulus Rate :

Tone 3: I000 cps,

Tone 4: 3000 cps,

I.6 stimuli/sec

150-msec duration

150-msec duration

Fig. XV-17. Auditory channel matrices.
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When an observer was required to decide whether or not each of two adjacent fingers

was stimulated tactually by a poke probe, the probability of correctly identifying a

poke on one finger was larger when the other finger was poked than when it was not

poked {in accordance with Weber's law}. An equal number of channels were available

to each finger. If the subscript of • is used to designate a poke (1) or no poke (0) on

the other finger, then, at a stimulus rate of 2.6 stimuli/see, _ _o = .41; _ _1 =

33; N_12 _o = . 15; and _ _1 = " 13. It was found that the number of channels com-g

mon to pairs of fingers decreased as the distance between fingers increased, as did

the ratio of _o/_1. The same was true when the fingers were stimulated kinesthetically,

rather than tactually.

When an observer was required to simultaneously identify pure tones differing in

frequency, and decide whether or not a finger was poked, approximately one-quarter

of the total number of channels was common to the auditory and tactile dimensions.

Variation of the Parameters with Stimulus Rate

When the distance between the stimulus coordinates is well above threshold, the

'(N'v's are independent of all stimulus parameters except rate. 1 When subjects were

required to discriminate between several pairs of stimuli, it was found that the _N--_'s

were linear functions of stimulus period.

'JN-cr = c(T-0.25).

The constant c depends on the stimulus pair. The time T is in seconds.

Thus, parameters measured at T 1 can be scaled to T 2 as follows:

'J'-N o- (T z) = 'J-N o- (T1)
(T2-. 25}

(Tz-. z5)

Dimensional Goodness and Dimensional Independence

The model suggests a quantitative comparison of the goodness of a set of sensory

dimensions, and a measure of the degree of dependence of two or more dimensions.

The numbers N1 _2, N2 _2, N 3 2 etc. , all evaluated for the same coordinate values

and stimulus rate, can be used as a numerical measure of dimensional goodness.

Evaluation of the ratio N1/N 2 allows one to say whether dimension 1 is twice as good,

three times as good, or half as good as dimension 2.

N12

The ratio N1 + N2 _ N12 provides a measure of the degree of interdependence of

two dimensions. A unity ratio indicates strong dependence, as all channels can be

used for discrimination along other dimensions. A zero ratio indicates dimensional
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independence. Similarly, the ratio

N
123

N 1 + N z+ N 3 -NIz-NI3 -Nz3 + NIZ 3

is the measure of the degree of interdependence of three dimensions.

When the coordinates along a set of stimulus dimensions are statistically independ-

ent, and when all the Nij's , Nijk'S , etc. are zero, the information transmitted is

equal to the sum of the information transmitted by each dimension. The probability of

a correct identification is the product of the probabilities of a correct identification of

each coordinate value. These statements follow directly from the discussion in Fano. 8

When the dimensions are not mutually independent, the information transmitted and

probability of error is less than if they were independent.

Although the numerical goodness of each dimension varies with coordinate values

and stimulus rate, ratios of these goodness values do not. Thus, the relative goodness

and interdependence of a set of dimensions are virtually independent of all stimulus

parameters.

It is interesting that no independent dimensions were found experimentally. One

might expect that dimensions belonging to different senses would be independent,

especially when signals from the receptors of different senses to to different regions

of the cortex. Apparently such is not the case.

R. W. Donaldson
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4. EXPERIMENTS IN READING NONVISUAL TEXT

It has been shown experimentally 1 that the speed and accuracy with which humans

are able to identify sensory stimuli depends on the dimensions along which the stimuli

vary. These experiments showed that, in general, identification is easiest when stimuli

vary along many dimensions and assume one of two coordinate values along each

dimension. In this case, a few simple measurements allow the channel matrix to be

evaluated once the stimulus probabilities, stimulus rates, and error costs are known

(see Sec. XV-C. 3}.

These results were applied to the problem of transmitting English text by means of

the nonvisual senses. Each letter was coded into a unique sensory stimulus. In the

initial tests, a restricted alphabet of eight letters was used. Finally, the entire alpha-

bet was used.

Description of the Experimental System

In order to enable stimuli to be presented sequentially to a human, the system shown

in Fig. XV-18 was designed and constructed.

TA(

SW

SOLE

JCOMPRESSED_L_J PC

A,R J -I PRC

I
STENOTYPE

KEYBOARD

ONE SHOTS

__l I__

FILE I AUDITORYCH SWITCH
H AUDIO 1SOURCES

_OIDS

_ _ ,EARPHONESJ

__l

SUE_ECT

Fig. XV-18. Experimental system.
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By depressing certain keys on a stenotype keyboard, a typist was able to con-

vert English letters into a unique set of voltage pulses. These pulses triggered

appropriate one shots. The triggering of a one shot resulted in a change in its state.

This change in state caused an auditory, tactile, or kinesthetic switch to open for the

duration of the state change.

Each auditory stimulus was delivered by separately wired PDR-8 earphones. The
2

tactile stimulators were in air-operated poke probes, designed by Troxel.

The time between successive stimuli was controlled by the typist. Other stimulus

parameters, such as stimulus intensity and duration, were controlled by dial settings

on the one shots, on the audio-energy sources, and on the compressed-air source.

Eight-Letter Multidimensional Auditory Alphabet

The eight most common letters of the alphabet were coded into sensory stimuli which

varied along the following dimensions.

1. frequency of a pure tone {700 cps or 3000 cps)

2. duration of a tone (30 msec or 150 msec)

3. intensity of a tone {zero or well above threshold}

4. ear stimulated by tone

5. frequency range of a noise burst {0-400 cps or 10 kc-Qo; 12 db per decade fall-off

rate}.

6. duration of a noise burst (30 msec or 150 msec)

7. intensity of a noise burst {zero or well above threshold}

8. ear stimulated by noise burst.

Thus, there are 256 points in an eight-dimensional stimulus space. Those points

with coordinate values of zero along the third and seventh dimensions could not be used.

Also, a pilot experiment showed that identification of a tone or noise is easier when

either one occurs in the absence of the other. To facilitate learning, all vowels were

pure tones, and all consonants were noise bursts. With these restrictions, the code

that minimizes the probability of error is the following one. {The stimulated ear is

designated by a capital letter.}

a: 700 cps, 30 msec, L

e: 3 kc, 30 msec, L

i: 700 cps, 150 msec, R

o: 3 kc, 150 msec, R

n: 0-400 cps, 30 msec, L

r: i0 kc-oo, 30 msec, L

s: 0-400 cps, 150 msec, R

t: 10 kc-oo, 150 msec, R

Four subjects were given practice in identifying letters and words containing only

these letters. The subjects worked in pairs, each subject transmitting a word to

his partner. After the typist had transmitted the word, the reader identified it orally.

If his response was correct, the typist sent the next work. the response was
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incorrect, the typist transmitted the word again until the correct response was made.

The roles of typist and reader were reversed several times each day.

For half-hour periods were spent sending and receiving words (or letters} selected

at random from a given list. The lists appear below.

List i: a, e, i, o, n, r, s, t.

List Z: an, as, at, in, is, it, on, or, no, so, to.

List B: are, its, one, not, ran, sit, sat, set, see, too.

List 4: into, near, none, rain, rose, seat, seen, soon, star, tree

List 5: enter, noise, start, stone, store, entire, insist, reason, series, street

List 6: a, I, and all the words in Lists Z, 3, 4, and 5.

A contest was held every 5 days. On the contest days, the subjects' pay depended

on their performance relative to the performance of the other team. The error-free

transmission rate in words per minute on the contest days appears in Table 1. The rates

opposite each subject were computed on those trials for which the subject was the reader.

Team 1 did not participate in the last contest.

Table XV-1. Reading rates.

Team Subject List Number

1 Z 3 4 5 6

1 B.P. 39 ZZ 23 Z9 Z3

1 D.M. 38 Z7 Z3 30 18

2 W.O. 54 49 37 35 39 33

2 J.B. 59 41 40 43 39 29

During the contests, most of the messages were transmitted correctly the first time.

Approximately one message in ten had to be sent more than once; one in 30 had to be sent

more than twice; and 30% of the errors were typing errors. The tendency toward error,

especially by the reader, increased with the length of the words. This increase was

most pronounced for the words from List 5. Approximately 20% of these words had to

be sent more than onee. In any given list, the words that were confused most often were

those that differed from other words in only one letter. In List 3, nsit_ was often con-

fused with nsatn or "set n, but rarely with "are H or nonen.

All four typists tended to type in such a way that the time between successive letters

in a word was the same for all letters. When a new list was being learned, the time

between successive letters was approximately 1 second. This time was gradually

decreased as the readers became more and more familiar with the words.

All 4 subjects felt that the reading rate would increase if oral responses and sending

errors were eliminated. In order to test this hypothesis, computer prepared punched
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paper tape and a tape reader replaced the word lists, the typist, and the stenotype

machine. The time between successive letters was controlled by the subject. The

time between successive words was four times the time between successive letters.

After 2 days of practice (i/2 hour per day), W.O. was able to read 42 wpm, while

J.B. was able to read 35 wpm. At these rates, 90% of the words were correctly identified.

Both subjects were given an additional day of practice in making silent responses.

The speed control on the tape reader was set in such a way that each subject felt that he

was identifying 90% of the words correctly. After one day of practice, W.O.'s rate was

71 wpm, while J.B.'s was 59 wpm. Both subjects felt that a proportional reduction in

the duration of all tones, a relative increase in the time between words, and more prac-

tice would permit even higher rates.

Eight-Letter Multimodality Alphabet

The eight most common letters were coded into auditory or tactile stimuli. The

vowels were pure tones which varied along the same dimensions as in the previous sec-

tion. A tactile stimulus represented each consonant. The finger stimulated was the one

used to produce the stimulation by typing. With these constraints, the optimal coding

shheme is the following one. The fingers are numbered consecutively from left to right,

thumbs excluded.

a, e, i, o: Same as above

n, r, s, t: A poke on fingers 3, 4, 5, and 6, respectively

The experimental procedure was identical to that described above. The general

remarks concerning errors also apply here. The transmission rate in words per

minute on the contest days appear in Table XV-2. As before, the senders typed in

such a way that the time between successive letters was constant.

Table XV-2. Reading rates.

Team Subject List Number

1 2 3 4

1 A.G. 57 40 41 33

1 G.T. 53 43 38 35

2 D.C. 54 48 53

2 F.K. 45 39 52

5 6

23 27

20 29

Both subjects were given two days

List 6, presented by the tape reader.

was able to read 38 wpm, while G.T.

of practice in receiving the words in List

At the end of the practice period, A.G.

read 44 wpm. At these rates, 90% of the
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words were correctly identified.
After an additional day of practice during which oral responses were replaced by

silent responses, A.G. felt that he wascorrectly identifying 90%of the words at a rate
of 61wpm. G.T.'s rate was 55 wpm. Bothsubjects statedthat an increase in the time
betweenwords relative to the time betweenletters, as well as more practice, would
result in an increase in reading rate.

Eight-Letter Tactile Alphabet

The 8 available tactile dimensions gave the intensity with which a finger could

be poked. The finger poked was the one used to produce the stimulation when typing.

The coding scheme is the following.

Letter Finger Stimulated Letter Finger Stimulated

a l n 3

e 2 r 4

i 7 s 5

o 8 t 6

The experimental procedure was identical to that above, with one exception. Only

one team was used. The earnings on the contest days were computed by averaging

the transmission times of all other subjects who were tested on the same word lists.

The transmission rates on the contest days appear in Table XV-3. The general

remarks concerning errors made above apply here, except that approximately 25%

fewer errors were made by the reader.

Subj e ct

Table XV-3. Reading rates.

List Number

1 2 3 4 5 6

P.S. 61 48 42 38 32 37

T.B. 60 56 43 42 31 36

After two days of practice with the tape reader, P.S. was able to read orally

49 wpm. T.B. read 46 wpm. At these rates, 90% of the words were correctly iden-

tified.

After an additional day of practice with silent responses, P.B. read at a speed

of 68 wpm, and T.B. read at a rate of 63 wpm. Both subjects thought that they
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were correctly identifying 90%of the words.

Twenty-six Letter Alphabet

The dimensions along which stimuli representing the 26 letters of the alphabet could

vary were the 8 auditory dimensions and the 8 tactile dimensions described above.

The vowels were either pure tones or pokes on the left or right little finger. {The

subjects were told to regard y as a vowel. ) No more than two fingers were poked

at any one time.

The coding scheme appears in Table XV-4. (The stimulated ear is designated by a

capital letter. The fingers are numbered consecutively from left to right.)

Again, subjects worked in pairs; one subject always acted as the typist, the other

as the reader. The teams practiced half an hour each day, three days a week. During

the first two days, only letters were sent. Thereafter, the few minutes of each day

were spent sending letters. The remainder of the time was spent sending

Table XV-4. Twenty-six letter multimodality code.

a: 700 cps, 30 msee, L n: 0-400 cps, 30 msec, L

b: 1,8 o: 700 cps, 150 msec, R

c: 6 p: 2,7

d: 4 q: 5,8

e: 3 kc, 30 msec, L r: 10 kc-oo, 30 msec, L

f: 4,5 s: 0-400 cps, 150 msec, R

g: 3,6 t: 10 kc-Qo, 150 msec, R

h: 3 u: 1

i: 3 kc, 150 msec, R v: 2,3

j: 1,5 w: 2

k: 6,7 x: 1,4

i: 5 y: 8

m: 7 z: 4,8

English text. The passages were chosen from Aesop's nFables,n "The Little Prince, n

"The Reader's Digest,H and a daily newspaper. The learning curves appear in

Figs. XV-19, XV-20, and XV-21. Common syllables, and short common words were

quickly learned by the receivers. These were sent faster than the longer less famil-

iar words. Words whose length exceeded 6 letters sometimes had to be sent two

or three times. The reason given by all subjects was that they tended to forget

the first letters of the word while receiving the last letters. This difficulty was
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Fig. XV- 19.
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partly overcome by having the sender pause between successive

words.

syllables of long

Discussion

All subjects who learned the twenty-six letter multimodality alphabet stated that

words and syllables consisting of both auditory and tactile stimuli felt as natural as

words and syllables consisting of single modality stimuli. This result is in accordance

with earlier experiments I which indicated that stimuli that simultaneously excite

more than one sense modality can be identified as easily as single-modality stimuli.

In order to read text at reasonably high rates, it is necessary that the letters be

easily distinguished one from another, and that the reader by given practice in identifying

letters, words, and groups of words. The relative ease with which subjects learned to

identify words made up from letters coded into easily distinguishable stimuli suggests

that these two conditions {letter distinguishability and practice} may also be sufficient

for high reading rates.

R. W. Donaldson
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A. TISSUE DYNAMICS OF BRAIN TISSUE IN VITRO

Our group is in the process of quantifying potentials that occur in small pieces

(1 mm 3) of living brain tissue in a suitable in vitro environment and identifying the re-

sponsible cells. This phenomenon has been noted in brain tissue from mammals {including

adult humanl), birds, 2 amphibians, 3 fish, 4 and insects5; however, we usually use chick

embryo brain tissue in our studies. The region of the brain to be used is exposed and

cooled in a stream of cold (10-20 °C) nutrient fluid. 2 Approximately 1 cubic millimeter

of tissue is excised rapidly either manually or with the automatic apparatus developed

by us to provide uniform explants (Fig. XVI-10). The piece of tissue is floated in cold

nutrient fluid to remove blood and membranes. It is transferred onto a thin plate of

sintered glass partly immersed in a reservoir of warm (35 °C) nutrient fluid in a glass

culture vessel whose shape depends on the investigation to be undertaken. The explant

This work was supported in part by the Joint Services Electronics Program {Con-
tract DA36-039-AMC-03200(E)), the National Science Foundation (Grant GP-2495), the
National Institutes of Health (Grants MH-04737-05 and 5 RO1 NB-05462-02), and the
National Aeronautics and Space Administration {Grant NsG-496).

_fAlso at Eaton-Peabody Laboratory, Massachusetts Eye and Ear Infirmary, Boston,
Massachusetts.

J;Research affiliate in Communication Sciences from the Neurophysiological Labo-

ratory of the Neurology Service of the Massachusetts General Hospital, Boston, Mass-
achusetts.

**Special Research Fellow, National Institutes of Health.

J'_fFrom the Department of Electronics, Weizmann Institute of Science, Rehovot, Israel.

$$Special Fellow, National Institutes of Health.

Research Associate, Department of Electrical Engineering, M.I.T. ; also
Research Associate, Department of Physiology, Harvard Medical School.
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is placed a few millimeters abovethe surface of the reservoir, nutrient fluid being
brought to it bythe capillary action of the sintered glass. The high surface tension in the
sintered plate ensures that a sufficiently small, relatively static, volume of fluid is in
contact with theliving tissue. The explant can thenmodify {andmaintain} the small vol-
ume of fluid in contact with it into a proper environment for itself. {Simple pHstudies
illustrate this - the fluid in the sintered glass for 1-2 mm around the explant remains at

pH 7.2, while that in the rest of the sintered glass and the reservoir may vary as widely

as 8.4.) Sintered glass of suitable dimensions (Z mm thick half-circle, 1 cm diameter}

and of 'coarse' or 'very coarse' porosity brings sufficient fresh fluid to the living tissue

by diffusion to keep it in a functional state for some days.

A 40-gauge platinum electrode insulated to its tip with teflon lies between the explant

and the sintered glass and a 36-gauge bare platinum reference electrode dips into the

free fluid in the reservoir. By using these electrodes, negative signals can be detected

in the explants. The form of the signal sequences is individually characteristic for tel-

encephalon and cerebellum {possibly for other areas of the brain also}. The form and

amplitude of the individual signals is also characteristic for the area of brain involved.

1. The Signals

A technical report on this subject is to be written by P. L. Marcus, so only the sali-

ent details will be given here.

The signals usually have a sinusoidal rise with a period of ~15 msec (for telenceph-

alon) and invariably an exponential decay with a time constant of ~20 msec. This varies

little for the signals of any one explant and for the signals from different explants of the

same area of the brain, but it changes by a factor of four between cerebellar and telen-

cephalic signals. The form of the cerebellar signal is a simple negative pulse, but the

telencephalic signal has an inherent secondary positive pulse and is sometimes even

more complex. The amplitude of cerebellar and telencephalic signals also differs - the

cerebellar ones range between Z and 20 _volts, while those from telencephalon may be

as high as 500 _volts.

2. Grouping of Signals

6
Cerebellum: Cerebellar potentials are originally in groups of 20-30 signals, but

after approximately 12 hours the signals become considerably simplified and the number

per sequence drops to 10-15 CFig. XVI-lc). For any one explant, there is little varia-

tion in the number of signals per sequence (Fig. XVI-Za). The amplitude and duration,

and the interval following each, of the different signals within a sequence are very sim-

ilar {Fig. XVI-3). The amplitude, duration and interval following each individual signal

seem to be in a constant direct relationship, i.e., the larger the amplitude the longer

the signal and the interval that follows it. This may suggest a restricted metabolic
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capability necessitating a recovery time whose duration is related to the size of the pre-

vious signal. The duration of entire sequences of signals and the interval between

sequences is very uniform, the only variation being an increase in the duration of a

sequence with an increase in the number of component signals. The composition and

form of cerebellar sequences is stable over periods of time up to several days.

Figure XVI-4a shows only minor cyclic variations in the duration of the first signal in

each of 1000 consecutive sequences containing more than 7 signals. The other param-

eters of the first and subsequent signals in cerebellar sequences are equally stable.

Telencephalon: The telencephalic sequence is more complex than the cerebellar one

(Fig. XVI-la and lb). It starts with a short series of large-amplitude, long-duration,

(a)

Fig. XVI- 1.

(b)

(c)

(a) and (b). Oscilloriter recording of activity from two separate explants
of 14-day chick embryo telencephalon after 2 days in vitro. Complete
sequences of signals containing both A and B types of activity are shown
and also an example of type A activity alone.

(c). Oscilloriter recording of spontaneous activity from an explant of
10-day chick embryo cerebellum after 4 days in vitro.

widely spaced signals (Group A activity) followed or overlapped by a longer series of

signals of smaller amplitude, duration, and intersignal interval(Group B activity). This

second series of signals undergoes one or more cyclic changes in these three param-

eters, usually ending in a phase of relatively large, long, widely spaced signals (but not

as long, large or widely spaced as in Group A activity). Group A and B activity have

well-marked differences. Group A activity often occurs alone (Fig. XVI-17. Group B
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(a)

(b)

Fig. XVI- 2.

Distribution of number of signals per sequence
for (a) cerebellar and (b) telencephalic explants
in vitro. Ordinate, number of sequences; ab-
scissa, number of signals per sequence. In
the cerebellum the peak is at 12 signals per
sequence and in the telencephalon the peak is at
1 (spurious signals) and around 83.
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Ca) (a)

(b) (b)

Fig. XVI-3.

(c) (c)

Comparison of the form of cerebellar and telencephalic signal sequences.
Data from 200 sequences each with 12 signals were used for the cerebel-
lum, and from 120 sequences containing between 64 and 152 signals were
used for telencephalon. The original data for each signal in (b)and (c)
were expressed as a percentage of the average value for the requisite
parameter for the sequence in which the signal occurred. All values for
the first signal were averaged, and the average is represented by the
first continuous vertical line. Values for the second signal were averaged
and represented by the second continuous vertical line, and so on. The
final product is the average form of sequences for the tissue involved.
Data for cerebellum are on the left, and the equivalent data for telenceph-
alon on the right. For all cerebellar figures and for the per cent average
duration in telencephalon, each division of the vertical axis represents
50%. In the other two figures each such division represents 100%.
(a) Signal amplitude (X 80 for cerebellum and X 40 for telencephalon).
(b) Duration of the signal. (c) Inter signal interval.
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(a)

Fig. XVI-4.

(b)

(a) Duration of the first signal of each of 1000 consecutive
cerebellar sequences with 8-17 signals per sequence.
This value is expressed as a percentage of the aver-
age for the sequence in which it occurs and the data
have been smoothed by a 10-place moving average
(each division of the vertical axis represents 10070).

(b) Duration of first signal of each of lZ0 consecutive tel-
encephalic sequences containing 66-152 signals (the
value is expressed as in (a)). This represents only
12% of the data in (a), and the vertical scale is twice
as great. Considering the difference in scales, the
degree of variation in the data is similar in cerebel-
lum and telencephalon.
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very seldom does (always being preceded by and perhaps even initiated by Group A activ-

ity). Group A activity changes much less with aging in culture and persists for some time

after the Group B type of activity has disappeared. They respond differently to the

administration of drugs, e.g,, barbiturates. In Fig. XVI-5 the first three sequences

represent the normal behavior of the explant. The first and the third sequences are

composed of both Group A and Group B activity superimposed, whereas the second

sequence is composed only of Group A activity. Between the third and fourth sequences

Sodium Phenobarbital in a concentration of 15 mcg/cc of nutrient fluid is administered

to the explant. The occurrence of the fourth sequence is delayed and the intervals

between subsequent sequences are significantly increased. It can be seen that the two

types of activity are affected to different degrees both in amplitude and in the interval

between them.

Since Group A and Group B types of activity overlap in time, it is unlikely that they

come from one cell. Either more than one type of originating cell is present or the prod-

uct of a single originating cell is modified by at least one secondary functional cell. In

either case more than one type of functional cell must be present and must contribute to

the formation of the telencephalic sequence.

The average form of the sequences in terms of duration of signal, magnitude of sig-

nal, and interval between signals in an explant of telencephalon (Fig. XVI-3) shows much

the same features as that of the individual sequences (Fig. XVI-1). It shows the same

direct relationship between changes in amplitude, duration, and intersignal interval noted

in cerebellum. There are progressive slow reduction in the duration of the signal and a

sharp terminal increase in the intersignal interval. In metabolic terms, this may indicate

temporary exhaustion of some metabolic material needed for signal production. Equally,

it may be just the natural termination of a series of mutual exchanges of subthreshold

stimuli with summation within a natural network of functional cells in the explant.

Occasionally, telencephalic explants show only Group A type of activity, in which

case the average form and behavior of the sequence is very like that of cerebellar tissue.

The long-term activity from a single cluster of active cells in telencephalon in _vitro

is relatively stable over a period of up to a day (Fig. XVI-4b). Over longer periods of

time, however, Group A activity is as stable as cerebellar activity (and thus it is pos-

sible that it arises from a similar type of cell), while Group B activity is less stable

and alters considerably over periods of days.

3. Number of Signals per Sequence

The number of signals per sequence (Fig. XVI-1) in cerebellar explants is small

(7-14) and does not vary much, whereas in telencephalon the number of signals per

sequence is greater (up to ZOO, but usually between 40 and lZ0) as is the scatter. The

number of signals per telencephalic sequence varies for several reasons. (a) Group A
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activity often occurs on its own andcontainsa smaller number of signals than the full
sequence. (b) Activity may be recorded from more than one active cluster of cells in
anyone explant and eachsuchcluster may give rise to a different number and arrange-

ment of signal (while retaining the general telencephalic pattern). (c) Extra single or

double signals are much more frequent in telencephalic explants than in cerebellar

explants.

Thus, as far as the form of the individual signal and of the natural sequences of sig-

nals is concerned, the spontaneous activity from cerebellum and telencephalon differs

significantly, each having its own characteristic sequence behavior.

4. Multiple Electrode Studies

If an explant is placed on the cut end of an array of gross (40-gauge) platinum elec-

trodes (insulated from each other and bound at ~100-_ separation into a microcable with

Teflon), it is possible to monitor a wide area of the explant for the occurrence of spon-

taneous potentials. Such studies have shown that there may be several discrete active

clusters of cells within a single explant, each with its own variant on the characteristic

form of sequence for the tissue. They have also shown that the electrical disturbance

associated with signal production does not spread uniformly through the tissue, but is

directional, often being detectable by one electrode but not by its immediate neighbor.

5. Identification of the Cells of Origin of the Signals

In a previous publication 2 we have considered the similarity in the CNS response of

the whole animal and of the spontaneous potentials from brain tissue in vitro to the

administration of strychnine and barbiturates and the reversible effects of anesthetic

gases, changes in oxygen, carbon dioxide and nitrogen concentrations and the tempera-

ture of the explant. We concluded that the activity must arise in living functional brain

cells in the explant. It is necessary to identify these cells, to ascertain the part played

by individual units in the activity of the whole explant and the inter-relationships between

the activity of the several individual units. A combination of microelectrode and histo-

logical techniques is the obvious choice for this investigation.

Special culture chambers and a microscope stage incubator (to maintain the temper-

ature and humidity in the environment of the explant) have been designed and built for

this purpose (Fig. XVI-7). We decided to use Methylene Blue's well-known property of

vitally staining the granules in neurons to identify them during functional activity. A

concentrated solution of Methylene Blue in balanced salt solution is diluted one in a hun-

dred parts in nutrient fluid and used in place of the regular nutrient fluid. The granules

in the neurons at the surface of the tissue then become clearly visible while those in the

depth of the tissue are also distinguishable. In any explant, only the cells within 0.2 mm

of the surface oxygen and the same distance from a source of nutrient can survive -- all

QPR No. 79 255



:1:

:T!I::

Fig. XVI- 6. Activity of three separate explants of telencephalon
from 14-day chick embryo 3 days in vitro before
addition of Methylene Blue in (a), (b), and (c) and
7 1/2 hours after the addition of Methylene Blue
(d), (e), and (f). Increase in magnitude of signals
between (a) and (d) and (c) and (f) is obvious, as is
the appearance of signals in (e) where none had
been present for the previous 24 hours before which
this explant had shown small sequences of signals.
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Microscope Stage Incubator: This has the purpose of ensuring proper
temperature and humidity control for the microelectrode culture chamber
described in this report. It must also be small enough to fit on the micro-
scope stage without interfering with the freedom of movement of the stage
or of the microscope objectives. The heating coil and temperature
sensing and controlling devices are DC devices to minimize the back-
ground electrical noise and allow adequate recording of potential changes
within explants. The humidity is supplied by a slow flow of air saturated
with water vapor by being passed through air-washing bottles and then
through a water trap so that water condensing in the conducting rubber
tubing does not drip into the chamber. This flow of air also helps to
ensure even distribution of heat within the incubator arrangement by
overcoming the effects of radiation from the heating coils. Further
humidification is achieved by evaporation from moist sponges in the
chamber. The walls of the incubator are made from readily distorted
plastic material to give a maximum of freedom of movement of the stage
and rotation of the lenses. This plastic bag extends from the microscope
objective collar to the lip of the microincubator.
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such cells canbe detectedwith the MethyleneBlue technique. If necessary (andwe have
not hadto useit yet), the fluorescence of MethyleneBlue in ultraviolet light canbe used
to help identify the cells deepin the tissue. To avoid the damageto the tissue by the
activating wavelengthsof light, a techniquesuchas the 'flying spot' microscope will have
to beused. MethyleneBlue wastested for toxic effects on the functional behavior of the
explants, and(Fig. XVI-6a andXVI-6d, also Fig. XVI-6c andXVI-6f) the addition of this
dyewas foundto cause a sustainedincrease in the magnitudeof signals andthe duration
andcomplexity of sequencesafter a period of approximately 6 hours. Also, it caused

the revival of spontaneous activity in explants where it has lapsed (Fig. XVI-6b and

XVI-6e). The mode of this action of

Methylene Blue is not known.

6. Microelectrode Studies

By using the Methylene Blue tech-

nique, a microculture chamber, and

the microscope stage incubator (see

Fig. XVI-7)neurons have been visualized

in explants of 14-day chick embryo tel-

encephalon and penetrated with glass

( 0 ) micropipettes (tip diameter, 0. Z _). With

a Medistor A35 negative resistance elec-

trometer amplifier, membrane potentials

(DC shifts) of 50 mv were observed on

penetrating these cells. Spikelike spon-

taneous potentials of Z0 my, lasting

1-3 msec were obtained subsequently;

work is in progress to ascertain if these

were intracellular in origin. Some of

these spikes were synchronous with those

from the gross electrodes (occurring in

(b) the typical sequences). Others seemed

to bear no time relation to the activity
Fig. XVI-8. Five milliseconds of activity

showing extracellular spikes recorded with the gross electrodes.

of approximately Z mvolts. These potentials were similar to those
The lower illustration shows

obtained by Stanley Crain- after stimu-
several superimposed extra-
cellular spikes, lation.

Extracellular potentials of Z-3 my

(Fig. XVI-8) were obtained during microelectrode penetrations (when the microelectrode

tip was close to neurons). Many of these were in sequences similar in form,

QPR No. 79 Z58



(XVI. COMMUNICATIONS BIOPHYSICS}

I

Fig. XVI- 9.

(b)

Simultaneous recordings from a gross 40-gauge platinum electrode with a
Grass P511 R amplifier in (a) and extracellular microelectrode {0. Z-_ tip
diameter and ~50 M_ resistance}; a Medistor A-35 negative resistance
electrometer amplifier and a differential DC Oscilloriter were used in (b}.

duration, number of constituent signals, and intersequence intervals to those recorded

with gross electrodes from the same explant (Fig. XVI-9). Each sequence recorded with

microelectrodes was associated with a DC shift. "Group A" and "Group B" types of

activity were recognizable, and when "Group A" type of activity occurred alone, it was

associated with a small DC shift. This DC shift seems to be an integral part of the

sequence and is more marked during the "Group B" type of activity than during the

"Group A" activity. Thus there are functional neurons in the explant and, although much

more work remains to be done, it seems likely from the similarities between the pat-

terns of potentials obtained with gross electrodes and with microelectrodes placed close

to visually identifiable neurons, that these neurons participate in the phenomenon that

we are investigating (see Fig. XVI-10).

7. Computer Processing of Data

During experiments, the activity from explants is recorded on analog tape with Grass

P511 R amplifiers (or for DC recordings, the Medistor amplifier described above}.

These analog tapes are processed by using programs written for the PDP 4 computer and

accessory equipment that is available in our laboratory. Figures XVI-Z, XVI-3, and

XVI-4 are the product of this computer processing of data.

In summary, the signals and the signal groups occurring spontaneously in explants

of chick embryo telencephalon and cerebellum in vitro have been described. Each has

its own characteristic features and we conclude that in telencephalon at least two types of

functional brain cells must be involved. Evidence has been given for the presence of

living neurons in the explants and for their participation in the formation of the
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Fig. XVI- 10. Automatic Explant Cutter: This provides uniformly thick slices of brain
tissue rapidly and with a minimum of distortion. It is now used with
chick embryo brain tissue. The chick with its brain exposed and cooled
in a stream of cold nutrient fluid is placed between the guide channels
for the horizontal blade of the cutter and under the rotatory blade. It is
positioned precisely with the aid of a simple optical system that aligns
the upper surface of the area of brain to be cut with the upper portion of
the razor blade inserted in the rotatory wheel. Thus the depth of cut is
controlled and the wheel itself cannot injure the brain. A reversible
electric motor drives a threaded shaft by means of a sliding keyway,
thereby allowing the threaded shaft to advance while the motor remains
stationary. The cutting blade is a piece of razor blade held in a wheel at
the end of the threaded shaft. This blade advances through the brain as
it rotates and cuts nearly vertical slices. The thickness of the cut can be
varied by using different threaded shafts or by placing two or three
blades in the cutting wheel. The blade cannot over-run its course
because it is stopped by a safety microswitch that is tripped automati-
cally as the end of the thread approaches the front bushing. The blade
can be stopped either by pressing a push-button manually or depressing
a floor switch. The blade is stopped rapidly even at high speeds by the
solenoid activation of the clamping of 2 spring-loaded brake shoes onto a
3-inch aluminum drum mounted on the drive shaft directly ahead of the

motor. In this way, the blade can be halted within one revolution. Once
the vertical cuts have been made, the horizontal blade is slid rapidly
across the section of the brain that has already been cut vertically, and
the slices of brain are carried forward with the horizontal blade and can

be washed from its upper surface into a Petri dish.

QPR No. 79 260



(XVI. COMMUNICATIONSBIOPHYSICS}

spontaneouspotentials. Techniqueshave beendescribed which offer analmost two-
dimensional display of functional brain cells in anactive living network, where each cell
canbe directly visualized.

A. W. B. Cunningham,R. R. Rojas Corona, J. A. Freeman, P. H. Levine
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Martha M. Pennell
Gail M. Fratar

COMPUTATION RESEARCH*

R. L. Rappaport Veronica E. McLoud
Kathleen A. Szabo

A. GENERALIZED POLYNOMIAL ROOT-FINDING PROGRAM FOR A

TIME-SHARED COMPUTER

The availability of the Project MAC time-sharing system 1 has enabled us to write a

computer program, called Quixot Dulcin (see below), which in turn automatically writes,

compiles and executes a MAD 2 program to find roots of polynomials whose coefficients

may be expressed symbolically as functions of variables called parameters. There may

be any number of parameters and the user has the option of declaring one of these to be

varying. At execution time the program loops around the value of this parameter thus

enabling the user to compute the functional dependence of the roots.

To use this program all one needs to know is how to write his coefficients as MAD

arithmetic expressions 3 and how to operate his remote console. Quixot Dulcin leads the

user through a series of questions and from his responses creates the necessary MAD

code. Only in a time-sharing environment is such an approach feasible. In their studies

of dispersion relations, members of the Plasma Electronics Group have made such

extensive use of Quixot Dulcin that we no longer have any requests to program such a

problem.

The user is first queried for the degree of his polynomial (it must be --<19) and the

name he wishes his program to have so that he may refer to it in the future. He then is

asked to state the symbols (6 or less alphanumeric characters} he wishes to use for his

parameters. Next he is asked for the MAD algebraic expression for the real and

imaginary part of each coefficient. These expressions are functions of the symbols he

has just typed in and may contain the following: sine, cosine, square root, arctangent,

arcosine, absolute value. With this information Quixot Dulcin writes a program in the

MAD language and tries to translate it into the equivalent binary code. If, however, the

user has typed in an incorrect MAD expression (i. e., an incomplete set of parentheses

or a missing operation), Quixot Dulcin enters a correction mode whereby the user may

make the necessary changes and a second try to compile the binary code is attempted.

The correction mode is entered and re-entered automatically until the binary code is

created. Quixot Dulcin then loads this program and transfers control to it. Immediately

the user is asked for the numerical values for each of the parameters whose symbols he

had just previously typed in. The program then computes the coefficients and roots, and

types them both on the user's console. The user is then asked for the next value of the

parameter he had declared to be varying. One push on the break button enables him to

*This work was supported in part by the National Science Foundation {Grant GK-524).
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L?AD¢? QUIX?T OULCIN
#J 2331.7
EXECUTI?N.
C?MPLEX Re'_TS ?F A Ce_;PLEX PgLYNgMIAL, GIVEN ALGEBRAIC Cr_EFFICIE;4TS
_!HAT W?,UL9 Y?U LIKE T3 :IA-',EYgUR PRSGRA_!. (SIX LETTEQS _R LESS, PLEASE.)

*** BE CAREFUL*** F'_R IF THEPE ARE ANY EXISTIt_G FILES _tlTH T_IS FIRST HA IE,

THEY #ILL BE DESTRt_YED

rEST
TYPE THE DEGREE ?F ygUR PTLY:_I**L AS A TWg-DIGIT INTECEP,E.G. 12 I_R i)5

03
Dr!i'!_TUSE AS PARAZTER ;!A',ES'I' AN? 'DEG'
TYPE THE NA:tE qF THE VARYIhS PARAY.ETEP.
ALPHA
TYPE THE NA':ES ?F ALL ?THEP PAR#-PtETEPS, ?NE PER LINE, THEN SKIP A LIt;E.
BETA

C.%FFICIENTS--SKIP A LI!,E _FTEP TYPI_',!G E_CH O?EFFIClENT,
D'7 '";T TYPE PAST P_I)SITI:III_!ARKED BY
TYPE _EAL ALGEDRAIC C;_EFFICIE;ITmF THE

ALPHA+BETA_A ",A

TYPE Ir_#GALGE__#IC C?EFFICIENT gF THE

2 .*SQRT. (ALPHA_ LPHA )

TYPE REAL ALGEBPAIC C_EFFICIENT ?F THE

3.

TYPE I!!AGALGEBRAIC C_EFFICIENT ?F THE

O.

TYPE REAL ALGEBRAIC C%FFICIENT OF THE
-CA !!,:A+5.

TYPE I,AG'_ALGEBRAIC C_EFFICIENT 9F THE

O.

TYPE REAL ALGEBPAIC CDEFFICIENT ZF THE

O.

TYPE I_AG ALGEBRAIC COEFFICIEhT {'FTHE
-DETA

_ Y:_U '!ANT T3 14AKECF,_RRECTIgNS

N?
FILE TEST IAD CREATED

LENGTH ',)0407.

9 P3';iER.

0 Pg,'IEP.

1 pg,'#E_. *

1 PC''_E_'•

2 P_::!ER. *

2 P_ ,'IER. ,

3 P!?,,'_EP•

3 P#_ER. •

TV SIZE 00012. ENTRY 00151
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IH ?RDEP T? RERUN YgUR PROGRA_A IN THE FUTUP,E, Y#U MUST TYPE THE F3LL_INS SE:IUE_CE.
L?ADG9 TEST BUTTgN HAPINT R39TS

EXECUT I_.N.
PRESS 'BREAK' BUTT;IN TO CHANGE PAR/_4ETERS.
TYPE BETA

.I

TYPE GAMMA
-.2

TYPE ALPHA

3.

CgEFFICIENTS

P?WER REAL IMAG

0 .29000E O1 .500OOE O1
1 .30030E 01 ,O0000E O0
2 .52000E 01 .OOOOOE O0
3 .O0000E O0 -I.00000E-01

5 P_TS

REAL IMAC,
.558653E O0 -.519951E 02

-.819058E 90 .8£1453E O0
.260404E O0 -.£86375E O0

TYPE ALPHA
2.

C_EFFICIENTS

Pg#ER REAL I_AG

0 .19000E 91 .40000E 01
1 .30000E 01 .O0000E O0
2 .52000E 01 .O0000E O0

3 .O0000E O0 -1.O0000E-O1

3 Rg_TS
REAL IMAG

.562232E O0 -.519989E 02
-.7934_N[ O0 .745879E O0

• 231252E O0 -.746986E O0

TYPE ALP_tA
• QUIT,
R 26o816+19.800
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changethe values of all the parameters; two pushesendsthe program.
The subroutine which actually computes the roots is Share Distribution No. 692

modified for use on the time-sharing system. It uses Muller's Method.4 The main con-
trol program written in MAD works as follows. MAD statementsare created from the
MAD expressionsthat the user has typed in. Thesestatementsare inserted between
already existing MAD statementswhich query the user for his numerical values and MAD
statementsto computeand print out the answers.

Currently work is beingdoneto improve both the accuracy andthe speedof the sub-
routine to computethe roots. In addition a secondprogram is being checkedout which
will enablethe user to type in a complexalgebraic expression for his coefficients, i.e.,
he will not haveto perform the algebra to separatehis coefficients into their real and
imaginary parts.

Martha M. Pennell
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